
www.pnas.org/cgi/doi/10.1073/pnas. 115

Supporting Information
Waudby et al.

SI Materials and Methods

Protein expression and purification. FLN5 truncations were
prepared by site-directed mutagenesis (Stratagene) by replac-
ing the residue of choice with a stop codon. Isotopically
unlabeled and uniformly 15N, 13C/15N and 2H/13C/15N la-
beled proteins were overexpressed in E. coli BL21-GOLD cells
(Stratagene) and purified as previously described(1). Trigger
factor was expressed and purified as previously described (2).
Purified proteins were exchanged into Tico buffer (10 mM
HEPES, 30 mM NH4Cl, 6 mM MgCl2, 0.02% sodium azide, 1
mM EDTA, pH 7.5). 1 mM BME was also included in samples
of full-length FLN5 and the ∆2 truncation to inhibit formation
of disulphide-bonded dimers at Cys747.

Sequence analysis. Multiple sequence alignments were gen-
erated using the MATLAB Bioinformatics Toolbox (2016b,
The MathWorks Inc., MA) using the BLOSUM80 scoring ma-
trix. Percent identities are reported relative to the number of
non-gap positions.

Analysis of cis-proline abundance. PDB entries from the Re-
peatsDB (v2.0, (3)) and CATH database (S35 sets, (4)) were
systematically surveyed for the presence of cis-proline residues.
All repeating units were counted for a given chain within Re-
peatsDB, but where multiple chains were present (for entries
in both RepeatsDB and CATH databases) only a single chain
was analysed and counted. Cis conformations were defined as
having ω dihedral angles between −30 and +30 degrees.

CD spectroscopy. CD spectra of truncation variants were ac-
quired at 283 and 298 K using a Jasco J-810 spectropolarimeter
(Jasco Corporation, Tokyo), with protein concentrations of
ca. 0.5 mg mL−1 and urea concentrations varied between 0
and 8.2 M. Samples were pre-equilibrated for 1–4 hours in a
water bath and CD signals at 234 nm were then measured as a
function of the denaturant concentration and globally fitted to
a two-state unfolding model using a shared m-value, in order
to determine the free energy of folding (5).

NMR spectroscopy. Unless otherwise noted, NMR data were
acquired at 283 K on a 700 MHz Bruker Avance III spectrom-
eter equipped with a TXI cryoprobe, using uniformly 15N or
15N/13C labeled protein at concentrations of 0.2–1 mM in Tico
buffer supplemented with 10% D2O (v/v) and 0.001% DSS
(w/v) as an internal chemical shift reference. Data were pro-
cessed with nmrPipe and cross-peak intensities were measured
using FuDA (http://www.biochem.ucl.ac.uk/hansen/fuda/).

Resonance assignment. FL, ∆4, ∆6 and ∆9 FLN5 spectra were
assigned by standard triple-resonance methods. 1H,15N differ-
ence spectra obtained from real-time NMR measurements of

∆6 refolding were used to assist the assignment of closely over-
lapping resonances arising from cis and trans intermediates.
Additionally, a 0.2 mM sample of uniformly 2H/15N-labeled
∆6 was used to record a 2D Nz magnetization exchange spec-
trum (6) (mixing time 1 s) to cross-validate the assignment of
unfolded and intermediate resonances. Only small chemical
shift changes were observed between the unfolded and interme-
diate states of ∆6 and ∆9, and cross-peak assignments of ∆9
were therefore transferred directly from those of ∆6 and cross-
validated using a 2D Nz magnetization transfer measurement.
The assignments of 1H,15N-HSQC resonances of unfolded ∆12
and ∆16 variants were similarly transferred from the complete
∆6 and ∆9 assignments.

Intensity analysis. HSQC spectra were acquired of uniformly
15N-labeled proteins at concentrations of 300–350 µM and
processed with exponential apodization in both dimensions.
Resonances were fitted with Lorentzian lineshapes and ob-
served volumes were corrected for the effects of transverse
relaxation during INEPT transfer periods(7). For each spec-
trum, ∆Ga−b = −RT ln(Va/Vb) was calculated independently
for several residues using cross-peaks that were well resolved
in all states, and stabilities have been reported as the mean ±
s.e.m. of these measurements.

In ∆12 and ∆16 1H,15N-HSQC spectra, the only resonances
that could be detected were those arising from the U state, and
therefore it is only possible to place a limit on the maximum
stability using the signal-to-noise ratio in the spectrum to
estimate the maximum possible population of unobserved
structured state. The observed signal-to-noise ratios in ∆12
and ∆16 spectra were between 250 and 300, but to reflect
the additional uncertainty arising from possible changes in
the position and line-widths of folded cross-peaks, the limit of
detection was capped at 1%. From this, a minimum ∆GI−U
of 2.7 kcal mol−1 was calculated.

RNC stabilities were calculated as a function of linker
length using the intensity of selected 1H,15N-SOFAST-HMQC
resonances (8), measured relative to the partially emerged and
fully unfolded +21 RNC (1). As the selected resonances were
previously shown not to exhibit length-dependent changes in
linewidth (1), their relative intensity was used directly as a
measure of the unfolded state population and used to deter-
mine free energies of folding. Uncertainties were propagated
using a Monte Carlo approach.

Magnetization transfer experiments. 2D Nz longitudinal mag-
netization transfer experiments(6) were acquired for ∆6,
∆6 P742A and ∆9 with magnetization transfer delays
between 0.01 and 2.5 s. The intensities of residues for
which complete sets of exchange cross-peaks could be
observed between folded (F) and unfolded (U) states were
fitted to a numerical solution of the exchange process:

(
IFF (t) IFU (t)
IUF (t) IUU (t)

)
=
(
α 0
0 β

)
· exp

[
−
(
R1,F + kFU −kUF
−kFU R1,U + kUF

)
t

]
·
(
IF,0 0

0 IU,0

)
[1]

Waudby et al. 1 of 19

1716252



where IFU is the amplitude of the F-to-U cross-peak etc.,
IF,0 and IU,0 are the amplitudes of the folded and unfolded
states at the start of the magnetization transfer period, and
α and β are factors accounting for relaxation following this
period. Data for multiple residuals were fitted globally with
shared exchange rates kFU and kUF . Uncertainties in the
fitted exchange parameters were determined by bootstrap
resampling of residuals.

Real-time temperature-jump kinetics. Real-time NMR
temperature-jump measurements were acquired for samples
of ∆6, ∆6 P742A and ∆4 P742A. Cooling gas was provided
using a BCU-05 unit with a flow rate of 935 L hr−1. The
time required for the temperature within NMR samples to
re-equilibrate after lowering the temperature from 310 K was
measured by repeated acquisition of 1D 1H NMR spectra of
a sample of d4-methanol during a programmed temperature
change (9), and we found that the internal temperature
stabilized to within 1 K within 80–120 s depending on the
final temperature (277–298 K). We observed little difference
in the rate of temperature change in 3 mm vs 5 mm diameter
NMR tubes, and therefore 5 mm shigemi tubes were used
to maximize sensitivity while minimizing formation of
temperature gradients within the sample.

1H,15N-SOFAST-HMQC experiments (2 scans, 1024× 32
complex points, 15.7 s per spectrum) were prepared and cal-
ibrated with a sample incubated at the target temperature
(8). The sample temperature was then raised to 310 K and
equilibrated for at least 15 min to induce unfolding. We note
that the extrapolated timescale of cis/trans isomerization at
this temperature is 20 s (Figure 4D), so the system is expected
to be fully equilibrated under these conditions. The repeated
acquisition of 2D experiments was then begun and a temper-
ature change was initiated. Acquisition was continued for
1–2 hr until the re-equilibration process was complete. This
process was repeated a number of times to increase the signal
to noise ratio of the final data. Sample integrity during these
temperature cycles was monitored using 1D 1H spectra and
the first increments of the 2D spectra.

Experimental time-courses were fitted globally to a con-
stant plus one or two exponential phases using a variable
projection algorithm(10). After Fourier transformation in
the direct dimension and extraction of the amide region, the
pseudo-3D data Ymij(τ, t1, ω2) were reshaped into an M ×N
matrix ymn, where M is the number of time points and N
the total number of points in each 2D spectrum. We then
attempted to find solutions of the form y = CA+ ε, where C
is an M × L matrix describing the changing concentration of
spectral components over time, A is a L×N matrix describing
the spectral amplitudes of these components, and ε is the
error term. C is parameterized by the rate constants kl for
each kinetic process, Cml(k) = exp(−klτm), and we fix k1 = 0
to represent the equilibrium end-point. Thus, we attempt
to find minA,k ‖C(k)A − y‖F . This is a difficult non-linear
optimization problem in a high-dimensional space, but if k is
fixed then the solution is simply A = C+(k)y, where C+ is
the Moore-Penrose pseudoinverse. By exploiting this condi-
tionally linear structure, the initial problem can be reduced
to mink ‖C(k)C+(k)y − y‖F . This is the far simpler problem
of non-linear minimization in the rates alone, which we solve

using a Trust-Region-Reflective algorithm. Reported uncer-
tainties in the rate constants are calculated from the Jacobian
approximation to the covariance matrix. The amplitudes A of
the component spectra can then be found by projection, and
these are reshaped back into 2D spectra and Fourier trans-
formed in the indirect dimension for further visualization and
analysis.

CPMG relaxation dispersion. 15N CW-CPMG relaxation disper-
sion experiments(11) were acquired at 500 and 700 MHz.
Uniformly 15N-labeled samples of ∆9, ∆12 and ∆16 were
prepared, while measurements of ∆6 were conducted using
uniform 2H/15N-labeling. Experiments were performed at 283
K, using a ca. 10 kHz 1H spin-lock, 5.56 kHz 15N CPMG
refocusing pulses, and a 40 ms relaxation delay with 1H and
15N temperature compensation elements. Changes in the sam-
ple temperature during acquisition were measured using the
changes in the H2O chemical shift and the external tempera-
ture was adjusted to maintain the desired internal temperature.
Dispersion profiles were fitted to two-state exchange models
using CATIA (http://www.biochem.ucl.ac.uk/hansen/catia/)
in a two step process: firstly, residues with large exchange
contributions were fitted globally to determine the global ex-
change parameters (kex and pB); these parameters were then
held constant and used to fit chemical shift differences for
residues showing weaker dispersions.

Trigger factor. Changes in 1H,15N HSQC peak intensities were
measured following addition of an equimolar amount of TF
to a sample of 50 µM 15N-labelled ∆6 (283 K). Similarly, a
10 µM 15N-labelled FLN5+21 RNC sample was prepared (as
described previously, (1)) and changes in peak intensities in
1H,15N SOFAST-HMQC spectra were measured following the
addition of 3 equivalents of TF. The stability of the RNC was
monitored by a dual strategy of western blot analysis using
an anti-His6 antibody and monitoring of NMR translational
diffusion measurements (Fig. S15D,E) as previously described
(12), and all measurements were completed within the first
nine hours of acquisition.

Structure determination. Structures of the ground states were
obtained from chemical shift-restrained replica-averaged meta-
dynamics (13) performed using the Amber99SB*-ILDN force
field (14, 15). All the simulations were run in GROMACS
4.6.5 (16) using PLUMED 1.3 (17) and Almost (18) to in-
troduce metadynamics and chemical shift restraints. The
particle-mesh Ewald method was used for long-range elec-
trostatic interactions, with a short range cut-off of 0.9 nm,
and for Lennard-Jones interactions a 1.2 nm cut-off was used.
Simulations were run in the canonical ensemble using velocity
rescaling with a stochastic term for temperature coupling (19).
Simulations were carried out for FL and ∆6 I (with P742
in a trans conformation). Initial structures for each of the
systems were prepared from the crystal structure, 1qfh (20),
with addition of N-terminal hexahistidine tags, truncation of
the C-terminus as required, and changing the isomeric state
of P742 to trans in the ∆6 model. After initial equilibration
runs, each system was simulated for ca. 450 ns in four repli-
cas in parallel at 283 K, with a harmonic restraint applied
on the average value of CamShift back-calculated chemical
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shifts (21). In addition, each replica was sampling one of
the four collective variables (CVs) applied to: function of
the φ and ψ dihedral angles (ALPHABETA1), the χ1 and
χ2 dihedral angles for hydrophobic and polar amino acids
(ALPHABETA2), the fraction of the antiparallel β-sheet con-
formations (ANTIBETARMSD), and the radius of gyration
(RGYR). Exchanges between replicas were attempted periodi-
cally every 50 ps according to a replica-exchange scheme and
well-tempered scheme(22), with a bias-factor of 8.0 used to
rescale the added bias potential. Convergence of the simula-
tions was reached after 350 ns which resulted in free energy
landscapes with statistical uncertainties of ≤2.0 kJ mol−1 for
free energies up to 10 kJ mol−1 (Figure S3g-h). Analysis of the
metadynamics trajectory and the assignment of microstates
was carried out in VMD using the METAGUI plugin (23, 24).
Structural representatives of each ground state were chosen
from the lowest free energy microstate using criteria of the
lowest MolProbity score. Residual dipolar couplings were
back-calculated from structural ensembles using PALES and
ensemble averaged values were used to calculate quality fac-
tors, Q =

√∑
(Dobs −Dcalc)2 /

∑
D2

obs (25). Hexahistidine
purification tags were excluded from analyses of RMSD/RMSF
and are not shown in figures.

Folding simulations on the ribosome for I and N states
were conducted in Gromacs 4.6.5 (16) with all-atom structure-
based models generated in SMOG 2 (26). Simulated systems
combined a fragment of the ribosome around the exit tunnel
and the FLN5 domain in an extended conformation tethered
to the PTC via linker with variable length from 15 aa to
31 aa. The linker sequence was the same as used in FLN5
RNCs studies(1). Ribosome atoms were frozen during the
simulations, whereas for FLN5 contacts from N or I states
were applied to simulate folding; linker residues were not
restrained.

Coarse-grained simulations of interdomain misfolding. Simu-
lations of interdomain misfolding in FLN4-5 and titin I27
dimers (Fig. 5A and S13A) were performed using a variant of
the approach described in (27). Structure-based models (26)
were generated using one bead centered at the Cα position
of each residue. Lennard-Jones 10–12 potentials, with rela-
tive strengths given by the Miyazawa-Jernigan matrix (28),
were used to model native contacts and homologous contacts
between domains, whereas all other non-bonded interactions
were modelled by repulsive terms (r−12). The temperature
of each simulation was chosen to be close to the Tm of the
domains. 500 ns trajectories were calculated for FLN4-5 and
I27 dimers using parallel bias metadynamics, with two col-
lective variables: Qnative, the fraction of native (intradomain)
contacts, and Qmisf , the fraction of misfolded (interdomain)
contacts. All simulations were carried out in Gromacs 4.5.7.
with PLUMED 2.1 (29). In order to asses convergence of
these simulations we plotted changes in one-dimensional free
energy landscapes (Fig. S13B-E) and the free energy difference
between unfolded and native states (Fig. S13F) as a function
of simulation time, finding in both cases a high level of con-
vergence. We then calculated two-dimensional free energy
landscapes as a function of the collective variables for FLN4-5
(Fig. 5A) and I27 dimers (Fig. S13A). Finally, to calculate
the populations of misfolded states structures obtained from
simulations were clustered with a density peak clustering al-
gorithm (30), and misfolded conformations were defined as

members of the unfolded cluster with Qmisf > 0.16 (as this
threshold value was not present in clusters in which one or
both domains were folded).

Markov chain modeling. Transition matrices were calculated
by linear interpolation of measured stabilities as a function of
chain length. Rate constants were interpolated assuming that
folding rates are approximately independent of chain length,
with the unfolding rate being modulated according to the
measured stability, ku = kf exp(∆G/RT ). We also assumed
that folding to the native state occurs directly from the in-
termediate, although given the separation in the timescales
of folding and proline isomerization, I and U are effectively
in pre-equilibrium and the impact of this choice is minimal.
Populations (folding probabilities) were then calculated as a
function of time using the matrix exponential of the transition
matrix, given an initial population of ∆16 in the unfolded state.
Populations were also calculated as a function of polypeptide
chain length by insertion of absorbing states after each transla-
tion step to quench further reactions, an approach equivalent
to that of O’Brien et al. (31).

Calculation of misfolding risk. Following synthesis of domain
i, the expected translation time of the following domain is
τ

(i+1)
trans = ktransL

(i+1), where ktrans is the translation rate and
L(i+1) is the number of residues in domain i+ 1. As the sum
of a series of identical exponential processes (i.e. averaging
out sequence-specific variations in ktrans), τtrans has an Erlang
distribution with rate ktrans and shape parameter L. τtrans
therefore has a narrow distribution, with coefficient of variation
L−1/2, and so will be approximated as a constant hereonin.
The probability of domain i folding during translation of
domain i + 1 is then p

(i)
F = 1 − exp

(
−τ (i+1)

trans /τ
(i)
fold

)
, where

τ
(i)
fold is the time constant for folding, in the present case given
by k−1

UI + k−1
IN (approximating folding with single exponential

kinetics). Therefore, for a protein with N tandem repeat
domains, the misfolding risk, R, given by the probability of
populating adjacent unfolding domains during biosynthesis, is
R = 1−

∏N−1
i=1 p

(i−1)
F .
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Table S1. NMR and refinement statistics for protein structures.

FL ∆6

Total NMR chemical shift constraints 521 467
δ(1HN) r.m.s. deviationa (ppm) 0.43 0.36
δ(1Hα) r.m.s. deviationa (ppm) 0.26 0.22
δ(15N) r.m.s. deviationa (ppm) 2.97 2.26
δ(13C’) r.m.s. deviationa (ppm) 1.11 0.97
δ(13Cα) r.m.s. deviationa (ppm) 1.15 0.76
δ(13Cβ) r.m.s. deviationa (ppm) 1.18 1.04

Deviations from idealized geometry
Bond lengths (Å) 0.011 0.011
Bond angles (◦) 3.5 3.5

Total RDCs (HN–N) 84 56
Qfree 0.64 0.52

aDeviations from experimental chemical shifts were back-calculated from 10 refined structures using SPARTA+ (reported accuracy: 0.49, 0.25,
2.45, 1.09, 0.94, 1.14 ppm for 1HN, 1Hα, 15N, 13C’, 13Cα and 13Cβ respectively).

Table S2. Sequence identity (with preceding domain) and structural analysis of conserved proline conformation across filamin domains.

FLN (D. discoideum) FLNA (human) FLNB (human) FLNC (human)
domain identity (%) Pro conformation identity (%) Pro conformation identity (%) Pro conformation identity (%) Pro conformation

1 cis (4b7l)
2 41 36 40 40
3 37 34 cis (4m9p) 34 35
4 41 cis (1wlh) 34 cis (4m9p) 29 32 cis (3v8o)
5 44 cis (1wlh) 27 cis (4m9p) 26 30 cis (3v8o)
6 31 cis (1wlh) 32 30 31
7 35 35 30
8 31 36 31
9 22 32 cis (2di9) 34
10 36 cis (3rgh) 36 cis (2dia) 33
11 33 29 cis (2dib) 35
12 37 34 cis (2dic) 33
13 41 37 cis (2dj4) 37
14 45 38 cis (2e9j) 47 cis (2d7m)
15 31 42 cis (2dmb) 35
16 22 cis (2k7p) 23 cis (5dcp) 22 cis (2d7n)
17 26 cis (2k7p) 32 cis (5dcp) 31 cis (2d7o)
18 20 cis (2k7q) 18 cis (2dmc) 21
19 20 cis (2j3s) 23 cis (2di8) 21
20 20 cis (2j3s) 20 cis (2dlg) 31
21 25 cis (2j3s) 23 cis (2ee6) 34
22 24 26 cis (2eeb) 24 cis (2d7p)
23 28 cis (2k3t) 29 cis (2eec) 24 cis (2nqc)
24 27 cis (3cnk) 29 cis (2eed) 33 cis (1v05)
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Table S3. Analysis of proline and cis-proline occurrence within repeat proteins (RepeatsDB v2.0) and the CATH database of protein domains
(CATH v4.2 S35 set).

class description entries repeating units residues prolines cis-prolines %pro %cis

RepeatsDB III.1 β-solenoid 293 2473 58357 1871 179 3.2 9.6
III.2 α/β-solenoid 246 3610 89629 3728 72 4.2 1.9
III.3 α-solenoid 815 7285 277481 8940 205 3.2 2.3
III.4 β-trefoil/hairpins 67 448 9363 267 21 2.9 7.9
III.5 anti-parallel β-layer/hairpins 46 486 11181 239 6 2.1 2.5
III.6 box 31 144 8699 288 2 3.3 0.7
IV.1 TIM barrel 557 4452 123180 5001 161 4.1 3.2
IV.2 β-barrel 442 1881 63814 1459 34 2.3 2.3
IV.3 β-trefoil 13 39 1902 134 5 7.0 3.7
IV.4 β-propeller 698 4695 222786 9163 461 4.1 5.0
IV.5 α/β-prism 82 477 31838 1287 88 4.0 6.8
IV.6 α-barrel 19 114 5210 150 2 2.9 1.3
IV.7 α/β-barrel 2 10 437 12 0 2.7 0.0
IV.8 α/β-propeller 119 754 39850 1891 113 4.7 6.0
IV.9 α/β-trefoil 34 102 4497 156 7 3.5 4.5
IV.10 aligned prism 24 72 3129 148 24 4.7 16.2
V.1 α beads 11 48 3154 62 1 2.0 1.6
V.2 β beads 37 156 8954 678 41 7.6 6.0
V.3 α/β beads 20 76 3874 143 1 3.7 0.7
V.4 β-sandwich beads 43 160 15937 1015 83 6.4 8.2
V.5 α/β-sandwich beads 48 220 22450 1340 90 6.0 6.7

III elongated structures 1498 14446 454710 15333 485 3.4 3.2
IV closed structures 1990 12596 496643 19401 895 3.9 4.6
V beads on a string 159 660 54369 3238 216 6.0 6.7

CATH 1 mainly α 7903 N/A 1032279 34581 983 3.3 2.8
2 mainly β 6879 N/A 915980 40778 2374 4.5 5.8
3 α/β 16194 N/A 2745914 118861 5565 4.3 4.7
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Fig. S2. 1H,15N HSQC spectrum (283 K, 700 MHz) of FLN5∆6 showing resonance assignments.
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Fig. S4. Free energy landscapes determined by chemical shift-restrained replica-averaged metadynamics. (A) Free energy landscape of the FL metadynamics ensemble, as a
function of the collective variables ANTIBETARMSD, ALPHABETA1 and RGYR (see Methods). The ensemble structure of the ground state ‘A’ (–1.0 kcal mol−1) is shown in
Figure 2A. (B) Ensemble structure of the first excited state ‘B’ (–0.74 kcal mol−1), colored yellow-red by the RMSD from the ground state ‘A’, shown in grey. (c) Ensemble
structure of the second excited state ‘C’ (–0.45 kcal mol−1), colored yellow-red by the RMSD from the ground state ‘A’, shown in gray. (D) Free energy landscape of the ∆6
metadynamics ensemble, as a function of the collective variables ANTIBETARMSD, ALPHABETA1 and RGYR (see Methods). The ensemble structure of the ground state ‘A’
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Convergence of the free energy calculations. One-dimensional free energy landscapes of the four collective variables (see Methods), for (G) FL and (H) ∆6, averaged over the
final segment (the last 80 ns) of the metadynamics simulations, with standard deviations reported as error bars.

10 of 19 Waudby et al.



0 200 400 600 800 1000
15

20

25

30

35

40

45

50

55

νCPMG / Hz

R
2,

ef
f /

 s
−1

∆6(cis)
∆6(trans)
FL

E652
H653
S654

kex = 2380 ± 370 s–1

B

A
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Fig. S7. (A) Comparison of NC linker conformations in structure-based models of the native (FL, red, 20 aa linker) and intermediate (∆6, blue, 14 aa linker) states, with an
all-atom, chemical shift-restrained molecular dynamics simulation of the FLN5+110 RNC (NC pdb 2n62, ribosome pdb 4ybb) (1). The locations of the last structured residues in
the native and intermediate states are marked with spheres, as is the closest corresponding residue from the MD simulation. (B) C-terminal sequences of the NCs, aligned to
the location of the last structured residues highlighted in (A). On the basis of this, the linker lengths that would be required for formation of the native and intermediate states,
assuming a relaxed linker conformation comparable to that the of reference MD simulation, can be determined as indicated.
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transition (5), with a shared m-value, 〈mD−N 〉 = 1.9± 0.2 kcal mol−1.
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Fig. S10. Real-time NMR measurement of proline isomerization kinetics following temperature jumps. (A) Schematic illustration of the analysis method, in which spectra over
time are decomposed into component spectra and associated rate constants. (B) Component amplitude spectra determined from the analysis of ∆6 refolding following a
temperature jump from 310 K to 283 K. Two phases were identified, with time constants of 1.8± 0.1 min and 9.8± 0.1 min. Peaks that increase or decrease over the reaction
time-course are shown in blue or red respectively. The spectrum at equilibrium is shown in gray. (C) Component amplitude spectrum determined from the analysis of ∆6
P742A refolding following a temperature jump from 310 K to 283 K. A single phase was identified with a time constant of 2.7± 0.3 min. (D) Component amplitude spectrum
determined from the analysis of ∆4 P742A refolding following a temperature jump from 310 K to 283 K. A single phase was identified with a time constant of 17.3± 0.1 min.
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Fig. S11. Nz magnetisation transfer experiment (6) acquired at 298 K for 15N-labelled ∆6 (150 µM) and 0.13 equivalents unlabelled cyclophilin A (a.k.a. peptidyl-prolyl
isomerase A, 20 µM) with exchange times of 10 ms (cyan) and 400 ms (red). Arrows indicate cross-peaks and exchange between unfolded (U), trans intermediate (I) and
native cis (N) state resonances of A694.
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Fig. S12. Markov chain modelling of the non-equilibrium co-translational folding pathway. Fragment of kinetic pathway based upon measured folding rates, with linear
interpolation between measured stabilities, and incorporating an irreversible translation process (ktrans = 5 amino acids s−1).
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Fig. S13. MD simulations of interdomain misfolding. (A) Free energy landscape calculated for a titin I27 dimer by coarse-grained MD simulations, plotted against the fraction
of native and misfolded contacts. Representative structures of native and misfolded states are shown as labelled (NTD, cyan; CTD, purple). (B-E) Changes in projected
one-dimensional free energy landscapes as a function of simulation time for FLN4-5 (B,C) and I27 dimers (D,E). (F) Free energy differences between the native basin
(Qnative > 0.6) and unfolded basin (Qnative < 0.3) calculated for FLN4-5 and I27 dimers as a function of simulation time.
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Fig. S15. Interaction of TF with FLN5 ∆6 and +21 RNC. (A) Relative changes in 1H,15N HSQC resonance intensities of unfolded, intermediate and native states of ∆6 (50
µM) upon addition of 1 equivalent TF (283 K). (B) Relative changes in 1H,15N SOFAST-HMQC resonance intensities of a disordered FLN5+21 RNC (10 µM) upon addition of
3 equivalents TF (283 K). Uncertainties are calculated from spectrum noise levels, but resonances partially overlapped with other NC or 70S background resonances are
indicated and may therefore have larger uncertainties. The location of well-resolved NC resonances that were broadened and undetectable in the NC prior to addition of TF are
marked in red, and should not be interpreted as having zero relative intensity following addition of TF. (C) 1H,15N SOFAST-HMQC spectrum of the +21 RNC before (grey) and
following (blue) addition of 3 equivalents TF. (D) RNC diffusion coefficients (measured with interleaved 15N SORDID experiments) observed over the acquisition timecourse.
Black points indicate the data used in calculating relative intensities in panel B (12). (E) Anti-His6 detected western blot of the +21 RNC stability over time (12).
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