
Supplementary materials

A Details of mean score variance

The sandwich variance (6) is computed from B and C, where B has compo-

nents

BSS = −dUS/dβS =
∑
i

h′(β̂SxSi)xSix
T
Si

BSP = −dUS/dβP = −
∑
i

(1− ri)h′(β̂PxPi + ∆i)xSix
T
Pi

BPS = −dUP/dβS = 0

BPP = −dUP/dβP =
∑
i

rih
′(β̂PxPi)xPix

T
Pi

and C has components

CSS =
∑
i

e2SixSix
T
Si

CSP = CT
PS =

∑
i

eSiePixSix
T
Pi

CPP =
∑
i

e2PixPix
T
Pi

where eSi = y∗i (β̂P )− h(β̂
T

SxSi) and ePi = ri{yi − h(β̂
T

PxPi)}.

B Modifications for clustered data

If data are clustered, as in a cluster-randomised trial, we need to modify the

variance calculations in Sections 2.1 and 2.2 and the small-sample corrections

in Sections 3.1 and 3.2. Let m be the total number of clusters, mobs be

the number of clusters with at least one observed outcome, and mmis =

1



m−mobs be the number of clusters with no observed outcome. Let the data

be subscripted by cluster membership c = 1, . . . ,m as well as individual i.

For the full sandwich variance method of Section 2.1, we only need to re-

define the matrix C =
∑

c Uc(β̂)Uc(β̂)T where Uc(β̂) =
∑

i Uci(β̂) (Rogers,

1993).

For the two linear regressions method of Section 2.2, we similarly take

var
(
β̂P

)
and var

(
β̂S − β̂P

)
as clustered sandwich variances.

For the small-sample methods of Section 3, we assume the standard meth-

ods use a small-sample correction factor f = n−1
n−p∗

m
m−1 , and use m−1 degrees

of freedom for linear regression (StataCorp, 2011). We replace n and m by

neff and meff, calculated by the two methods explained below.

For the full sandwich variance method, we compute neff as in Section 3.1,

and compute meff = mobs + (Imis/Imis∗)mmis.

For the two linear regressions method, the variance with small-sample

correction is (as before) v̂ar
(
β̂P

)
+ v̂ar

(
β̂S − β̂P

)
= Vsmall. The corre-

sponding variance without small-sample correction is nobs−p
nobs−1

mobs−1
mobs

v̂ar
(
β̂P

)
+

n−p
n−1

m−1
m

v̂ar
(
β̂S − β̂P

)
= Vlarge. The heuristic Vsmall ≈

neff−1
neff−p

meff
meff−1

Vlarge

leads to the equation |Vsmall| =
(

neff
neff−p

)p

|Vlarge|. However, we have two un-

knowns neff and meff, so we take a second equation representing the variance

with small-sample correction only for the number of clusters: mobs−1
mobs

v̂ar
(
β̂P

)
+

2



m−1
m

v̂ar
(
β̂S − β̂P

)
= Vlargen say, with the heuristic Vsmall ≈

meff
meff−1

Vlargen and

the second equation |Vsmall| =
(

meff
meff−1

)p

|Vlargen|. We solve the second equa-

tion for meff and then the first equation for neff.
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