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ANALYSIS DETAILS 
Determining MOT, MCT, and Po 

Po was determined from the mean open times (MOT) and mean closed times (MCT): 
( ) 1

o 1 MCT / MOT .P −= +  For each ionic condition in Fig. 1, Po was determined for each individual 
channel separately and then averaged. The error bars are standard errors of the mean. 

For both individual channel data (Fig. 1) and pooled channel data (e.g., Fig. 2), MOT and 
MCT (collectively referred to as MXT) were determined from histograms of the decimal 
logarithms (log10) of event times (always in ms) with bin size 0.2 as described by Sigworth and 
Sine (1). In Figs. 2 and S10, the MXT for a given event duration t was determined in the following 
way. If t was, for example, a closed time duration (as in Figs. 2 and S10A), then all closed/open 
event pairs (i.e., a closed event and the subsequent opening) with a closed time duration in the 
interval 10log ( ) 0.1t ±  were selected. The MOT was then calculated, if this interval contained at 
least 100 events. For some of the MCT versus open duration curves in Figs. S10B, this threshold 
was lowered to 10 to include more long open duration events. 

Bootstrapping and confidence intervals 
Bootstrapping was used to determine confidence intervals of statistical quantities (e.g., the 

mean of a set of data points). In bootstrapping, for a data set of n values, a new set of data with n 
values is created by randomly choosing one value from the original data set and then repeating this 
process of randomly choosing a member of the original data set. Importantly, the values chosen 
for the new data set are not deleted from the original data set when performing the next random 
choice. This resampling with replacement allows the same value from the original data set to 
appear multiple times in the new data set. Having the new data set also contain n values allows 
statistical measures like standard errors that depend on sample size to be comparable. 

Creating a large number N of new, resampled data sets (N in the hundreds or thousands) 
and calculating their means gives a set of N resampled means that are distributed around the mean 
of the original data set. The 95% confidence interval around the original mean is given by the 2.5% 
and 97.5% quantiles of the set of N resampled means. All the confidence intervals shown in the 
figures were computed using this method for 500.N =  

We performed two different kinds of bootstrapping: 1) pooling the data from all the channel 
recordings for one ionic condition and resampling that or 2) resampling entire recordings. In the 
latter, if there were, for example, 10 different channels recorded for one ionic condition, then we 
resampled (with replacement) those 10 records and then pooled that data. In this way, we 
resampled the channel “modes” (Fig. S6) that give the data variability (Figs. S4 and S5). We 
reasoned that if channels shifted between distinct modes under the same ionic condition (say 3 
modes for our example 10 recordings), then with 10 recordings we do not have a sufficient sample 
size to know what the true ratio of the different modes is (4:3:3 or 5:3:2 and so on). Therefore, 
resampling the different modes allowed us to better sample all the possibilities. 

Both methods always produced the same mean, but different confidence intervals, with 
method 2 giving larger bounds. These larger confidence intervals overlapped and produced visual 
clutter in Figs. 2 and S10, so in those figures we show confidence intervals produced with method 
1. We fit exponentials to the data in those figures with both sets of confidence intervals, and the 
resulting time constants were almost identical. 
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Histogram smoothing 
When considering open time distributions for a specific α (Figs. 4 and S12), we first 

selected all closed events of duration between 0.9α and 1.1α and then computed a histogram of the 
decimal logarithm of the subsequent open times, as described above. For each α, this was a very 
small fraction of the total data set and often included only a few hundred events, resulting in very 
coarse histograms (see Figs. S1 and S2 for examples). These raw histograms are shown in Fig. 4A. 
To more reliably compute distribution metrics like those in Figs. 4C, 4D, and S12, we used a 
histogram smoothing technique called kernel density estimation (2). 

In this method, the probability distribution function (PDF) ( )f x  is estimated from 
independent observations 1,..., nX X  using an approximate PDF: 
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for a bandwidth h and kernel function K whose integral over the real numbers is 1. Common kernel 
functions include the Gaussian and our choice, the Epanechikov kernel: 
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The key to the method is to determine an appropriate bandwidth h. We used Silverman’s 
“rule of thumb” that computes h as the minimum of the asymptotic mean integrated square error 
(2): 
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where the L2-norm and the second moment m2 are 
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In Eq. (3), ( )G x  is the second derivative of ,Nµ σ , the normal distribution with mean µ  and 
standard deviation σ . These parameters are determined by fitting a Gaussian to the histogram of 
the data points 1,..., nX X . 

This method produced very smooth open time distributions that well-reproduced the raw 
histograms, as shown in Figs. S1 and S2 where the two are compared for various α. The advantage 
of the smoothed distributions is that they provide a simple function that can be evaluated for any 
x to easily compute distribution metrics, while at the same time significantly reducing noise due 
to the roughness of the histograms. 
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Fig. S1. Probability distribution functions (i.e., histograms with normalized counts in each bin 
divided by the width of the bin) of open times for high luminal [Ca2+], varying cytosolic [Ca2+] 
(columns), and different α. For each α, two lines of graphs are shown: top, the raw data (line) with 
confidence intervals from bootstrapped channel modes; bottom, the smoothed distributions. 
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Fig. S2. Same as Fig. S1, but for low luminal [Ca2+]. 
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Fitting time constants 
The curves in Fig. 2 where fit to a sum of three exponentials plus a constant. Each data 

point was weighted according to the reciprocal of the width of the confidence interval shown in 
the figure (i.e., data with small confidence intervals were weighted more). For the higher cytosolic 
Ca2+ concentrations shown in Fig. S10, a sum of one or two exponentials was fit for 1000 and 200 
µM, respectively due to the noise in the data at long event durations. Since long duration events 
are more rare and the data is more noisy for all cytosolic Ca2+ concentrations (see, for example, 
the green curves in Fig. 2), the fitting procedure sometimes omitted some of the last points, but in 
the figures all data points are shown. The error bars shown in Figs. 3 and S11 are standard errors 
of the parameter estimates, and the corresponding 95% confidence intervals are ±1.96 times these 
errors. 

Ca2+ binding modeling 
We modeled Ca2+ binding to the cytosolic side of the RyR by assuming each tetrameric 

RyR has four Ca2+ binding sites, one for each monomer. In our model, each stage of binding one 
Ca2+ has different on and off rates for binding; that is, the binding of, for example, the second Ca2+ 
has different on and off rates from the binding of the third Ca2+. We make no geometric distinction 
whether Ca2+ bound on a monomer is adjacent to one already bound with Ca2+ or diagonally 
opposite such a monomer. The scheme is shown in Figs. S3A and S3B (top). In the former model, 
four Ca2+ can bind to RyR and has four time constants. In the latter model, three can bind and has 
three time constants and assumes that any three of the four RyR monomers binding Ca2+ is 
sufficient to activate the channel. Both models are consistent with the findings of Sitsapesan and 
Williams that found at least three is necessary (3). 

Specifically, if n is the maximum number of Ca2+ that can be bound and pi is the probability 
that i have bound, then the equations are: 
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where c is the cytosolic Ca2+ concentration. This is a system of inhomogeneous, linear, first-order 
ordinary differential equations that can be made homogeneous by subtracting off the steady-state 
solution. This homogeneous system is analytically solvable (4). In particular, the solution is a sum 
of n decaying exponentials with the time constants being the negative reciprocals of the 
eigenvalues of a matrix derived from Eq. (5). 

We determined the on and off rates for each step by randomly selecting parameters and 
checking whether they matched our measured time constants, specifically whether they were 
within the error bars or confidence intervals (twice the error bars) of the time constants in Fig. 3. 
(In the case of 4n =  we used the three largest time constants.) Error bars were used for high 
luminal Ca2+ and confidence intervals for low luminal Ca2+ because error bars were smaller in the 
latter case. We selected those parameter sets that matched 11 or 12 of our 12 time constants. 

The distributions of these on and off rates is shown in Figs. S3A and S3B (bottom). Because 
there are 8 parameters for the 4n =  model (Fig. S3A) and 12 data points, the parameters of this 
model are poorly determined, ranging over several orders of magnitude. In contrast, the 6 
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parameters of the 3n =  model (Fig. S3B) are well defined, with the exception of 1k − ; the three 
time constant versus [Ca2+] curves were independent of 1k −  for 1 ~ 10k − < . Because the parameters 
were better defined, we focused on this model. 

In Fig. S3B we found substantial overlap between some of the on and off rates for high and 
low luminal Ca2+ (purple regions); 1k + , 2k + , and 2k −  are very similar while 0k + , 1k − , and 3k −  are 
distinctly different. Because two of the three distinct parameters are involved in the binding of the 
first Ca2+, we hypothesized that low luminal Ca2+ stabilizes this first binding by substantially 
reducing the off rate ( 1k − ) and that perhaps this is enough to explain the differences in the high and 
low luminal Ca2+ time constants (ignoring 3k −  for now). This, indeed, seems to be the case. 

In Fig. S3C we show the three time constants for high (top row) and low (bottom row) 
luminal Ca2+ by using the subset of the high luminal Ca2+ parameters that have the same 1k + , 2k + , 
and 2k −  as the low luminal Ca2+ case and then changing 0k +  and 1k −  to the low luminal Ca2+ range. 
In this way, we test whether we can reproduce the low luminal Ca2+ time constants by changing 
only the on and off rate of the first Ca2+ binding step. Specifically, we picked the on and off rates 
in the following way: first, from the set of on and off rate parameters for high luminal Ca2+, we 
chose those that overlapped with the low luminal parameters for 1k + , 2k + , and 2k −  (purple regions 
in Fig. S3B); second, for each of these 570 different parameter sets, we changed the 0k +  to a 
randomly chosen value between 10 and 100 µM-1s-1 (the low luminal range for this parameter) and 

1k −  to a value between 0.01 and 10 s-1 (the low luminal range for this parameter); third, we did not 
change 3k − . Fig. S3C (bottom row) shows that all three low luminal Ca2+ time constants are well-
reproduced by only stabilizing the binding of the first Ca2+. As for 3k − , stabilizing the binding of 
the third Ca2+ by reducing its off rate (from the high luminal Ca2+ value) only changed the low 
luminal Ca2+ time constants for 1 µM cytosolic [Ca2+] (data not shown); that is, holding on to the 
third bound Ca2+ only has an impact at very low cytosolic [Ca2+], compared to the large-scale 
impact of stabilizing the first bound Ca2+. 

Therefore, we conclude that—from the point of view of this simple model—the main effect 
of low luminal Ca2+ (vis a vis cytosolic Ca2+ binding) is to facilitate Ca2+ binding in the closed 
state by making it difficult for the first cytosolic Ca2+ that binds to unbind. (The other effect of low 
luminal Ca2+ is to shift the open time distributions to shorter openings (Fig. 4C, compare bottom 
row).) However, this model is very simplified, and we have not studied other possible models. Our 
analysis does show that this explanation is plausible for reasonable binding on and off rates. This 
level of analysis supports our proposal that RyR open times are determined in the closed state; our 
goal is not determine the exact nature of the cytosolic Ca2+-dependent process, but rather to begin 
providing data-driven and reasonable explanations of what this process could be. 

 
 
 
 



7 

 

Fig. S3. Models of cytosolic Ca2+ binding.  (A) Scheme (top) with up to 4 Ca2+ binding to the RyR 
with associated on/off rate constants (bottom) that went through at least 11 of the 12 the confidence 
intervals (twice the error bars) in Fig. 3 for both high (orange) and low (blue) luminal Ca2+. (B) 
Same as panel A except the model only considers binding up to 3 Ca2+. (C) The three time constants 
of the model in panel B as a function of cytosolic [Ca2+], calculated as described in this section. 
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EXPERIMENTAL DETAILS 
Single-RyR recordings 

Studies were undertaken with approval by the Animal Care and Use Committee of Rush 
University Medical Center.  

Sarcoplasmic reticulum (SR) microsomes were generated from rat ventricular muscle. 
Microsomes were isolated as previously described (5) and stored at –80 C. Lipid bilayers (diameter 
100 µm) were comprised of a 5:4:1 mixture (50 mg/ml in decane) of phosphatidylethanolamine, 
phosphatidylserine, and phosphatidylcholine. Solution on one side of the bilayer (cis) was virtually 
grounded. The cis solution initially contained a HEPES-Tris solution (250 mM HEPES and 120 
mM Tris, pH 7.4). The solution on the other side of the bilayer was initially a HEPES-Ca2+ solution 
(50 mM HEPES and 10 mM Ca(OH)2, pH 7.4). The SR microsomes (5–15 µg) were added to the 
cis solution along with 500 mM CsCl and 2 mM CaCl2 to promote microsome fusion. Fusion of 
RyR2-containing microsome results in the RyR2’s cytosolic side facing the cis compartment and 
its luminal domains in the other compartment (6). 

After single-RyR2 activity was observed, the cytosolic solution was immediately replaced 
to establish the various test recording conditions. The luminal solution was changed 10 minutes 
later. Specifically, the cytosolic recording solution contained 1–1000 µM of free Ca2+, 0.5 mM 
EGTA, 1 mM of free Mg2+, 5 mM of total ATP, 114 mM Tris, and 250 mM HEPES (pH 7.4). (All 
solutions were designed using the MAXC program at maxchelator.stanford.edu). The luminal 
recording solution contained 100 or 1000 µM free Ca2+ and 200 mM Cs+-HEPES (pH 7.4). Final 
recording solutions are listed in Table S1. 

The 10 minute interval before changing the luminal solution means the RyR2 was exposed 
to 10 mM Ca2+, sufficiently long to promote calsequestrin (CASQ) dissociation (if any CASQ was 
associated with the RyR2). This CASQ stripping process is analogous to that applied by others (7-
9). CSQ was stripped from the RyRs so that the RyR2 tested were not subject to CASQ-based 
luminal regulation and so that a homogenous population of RyRs was studied, as not all channels 
in this preparation are associated with CSQ (7). 

All recordings were done at room temperature with current sampled at 50 µs/point (20 kHz) 
and filtered at 1 kHz. No correction for missing events was made. Representative current traces 
may be found in Ref. (10) where some of the data was previously published The applied potential 
was 20, 30, or 40 mV to produce luminal-to-cytosolic cation flux. Individual recordings were 
performed with one applied potential, and most ionic conditions had recordings with at least two 
voltages. The 10 µM cytosolic [Ca2+] with high luminal Ca2+ (Fig. 1B) was the only condition that 
also included 10 mV driving potential. The potential did not affect Po , as shown in Fig. 1B for a 
representative example. 

 
 Cs+ Tris+ Ca2+ (free) Mg2+ (free) ATP (total) 

cytosolic 0 114 mM 1–1000 µM 1 mM 5 mM 
luminal 200 mM 0 100, 1000 µM 0 0 

Table S1. Details of the recording solutions. 
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Single-channel analysis was done using pCLAMP9 software (Molecular Devices). The 
deadtime of the filter was ~0.185 ms. When we paired closures and the next opening (or opening 
and next closure), we discarded all event pairs where either duration was <0.375 ms (twice the 
deadtime); that is, we take 0.375 ms as the shortest reliably-measurable event time and only 
analyzed events of duration as long or longer than that. Table S2 shows details of the recordings. 

 

cyto [Ca2+]  
(μM) 

lum [Ca2+]  
(μM) 

# of  
channels 

total recorded  
open time  

(min) 

total recorded  
closed time  

(min) 
# of  

openings 

1 1000 16 4.201 55.946 26,749 
10 1000 13 35.689 40.965 165,662 
50 1000 13 42.773 11.403 129,124 
200 1000 14 18.437 8.157 331,197 
1000 1000 8 10.661 3.025 160,985 
1 100 9 2.340 29.887 25,769 
10 100 12 14.962 31.264 190,290 
50 100 20 47.892 20.621 294,667 
200 100 14 18.404 5.766 205,454 
1000 100 9 15.980 1.005 51,784 

Table S2. Details of the single-channel recordings: cytosolic [Ca2+] (column 1), luminal [Ca2+] 
(column 2), number of channels (column 3), total number of minutes in the open and closed states 
across all recordings (columns 4 and 5). Column 6 lists the total number of openings across all 
recordings, which is equal to the number of closings ±1. 

Ca2+ current calculations 
The Ca2+ currents in Figs. 1B and S9 were computed using the model of Gillespie (11). In 

this model, individual ionic currents are computed from the physics of cations competing for the 
selectivity that is crowded with the four aspartates (D4899 in the RyR1 numbering scheme) that 
define the selectivity filter. In the Ref. (11) and subsequent papers, the model was verified by 
reproducing existing single-RyR data and predicting new phenomena (e.g., anomalous mole 
fraction effects) that were later confirmed with experiments. 
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Channel variability 
Even with many individual channels (n=8–20) and long recordings, we found large 

variability between channels. Specifically, channel Po vary greatly between channels under the 
same ionic conditions (Fig. S4) because both MCT and MOT vary greatly (Fig. S5). This is 
independent of the length of the recordings, as can be seen in Figs. S4 and S5 where the length of 
the recordings is shown next to many of the data points (space permitting). This is also independent 
of applied voltage (not shown). Therefore, we conclude that, in our experimental preparation at 
least, this variability is natural and inherent to RyR. 

Interestingly, however, the variability is not due to individual channels behaving randomly 
differently. We found that channel open and closed time distributions cluster into groups; that is, 
the channels exhibit a small number of distinct modes of gating under the same ionic conditions. 
This is shown in Fig. S6 for the 13 channels with 50 µM cytosolic [Ca2+] and 1000 µM luminal 
[Ca2+]. While there is a wide distribution of MCTs and MOTs (Fig. S5, left column, green points), 
the open and closed time distributions of channels #3, 5, 6, and 10 are very similar in shape (two 
rounded peaks with closed-time peak to the left of the open-time peak) while the other channels’ 
distributions are similar to each other (tall, sharply peaked closed times and broad, long-time 
skewed open times), but not to the 3-5-6-10 group. 

This kind of clustering is summarized in Fig. S6B. When MOT is plotted against MCT, the 
different modes become clear. In this particular example, there are two modes (maybe three 
depending on how one categorizes channel #8), one with short openings and longer closings and 
one with long openings and shorter closings. We find this clustering phenomenon with all the ionic 
conditions we recorded; each time channels grouped into 2–4 clusters like in Fig. S6B. 

It should be noted that none of our analysis actually assigns modes to a channel. As can be 
seen with channel #8 in Fig. S6B, this is a subjective process. Moreover, in a few recordings we 
observed channels switching modes (not shown). Instead, our analysis embraces the knowledge 
that channels exhibit different modes by doing a bootstrap resampling of entire recordings (and 
therefore of the different modes), but we never explicitly group channels together into modes. 

Lastly, Fig. S6B also shows that much of the large range of MXTs seen in Figs. S5 comes 
from outliers in the individual recordings. In Fig. S6B we only used opening and closing times in 
the 95th percentile and below, which significantly reduces the spread of the MXTs (and also shows 
the clustering more clearly). This indicates that even for recordings lasting up to 8 minutes, 
extremely long openings and closing can still skew the data. This is why pooling the data, as we 
do, obtained from many channels is important. Then, the recordings with long events are mixed 
with recordings that do not have these rare events, building a large data set of openings and closings 
that are more statistically representative of the channel’s overall behavior. 

Our analysis is based on pooled data and not on data from individual modes because 
grouping recordings into modes is subjective and arbitrary. Moreover, there is insufficient data in 
each mode group to perform the analysis. This is because the analysis relies on many small subsets 
of the data and each of these must be large enough to be statistically reliable. Specifically, each 
mode group of channels generally consists of 1 to ~5 recordings, and these do not have sufficient 
number of the long closings that are vital to the analysis; even in the pooled data there is significant 
noise at long closed time durations (Figs. 2 and S9A). Moreover, there are an insufficient number 
of opening events to make reasonably smooth histograms of open times; for specific α, in 
particular, the histograms have too few counts to be statistically reliable unless pooled data is used. 
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Fig. S4. Variability in the open probability of each individual channel recording. Each point is the 
Po of one recording and the line is a linear connection of the mean of the pooled data meant to 
guide the eye. The numbers next to some of the points are the length of the recording in minutes. 

 

Fig. S5. Variability in MCT (top) and MOT (bottom) of each individual channel recording, with 
each point one recording. Note the log scale on the y-axis. The numbers next to some of the points 
are the length of the recording in minutes. The line is a linear connection of the mean of the pooled 
data and is meant to guide the eye. 
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Fig. S6. (A) The closed (black) and open (blue) time distributions (normalized count in each bin) 
for each of the 13 different channels (reference number at the top for each plot) we measured with 
50 µM cytosolic [Ca2+] and high luminal Ca2+. (B) MOT versus MCT for these channels, with the 
channel reference number shown near each point. These values differ slightly from those in Fig. 
S5 because here extremely long openings and closings were not included (only up to the 95th 
percentile). This shows the groupings into different modes (green ovals) more clearly. 
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Inactivation 
When examining MXTs in Fig. S5, one sees several trends. First, MCT always steadily 

decreases as cytosolic [Ca2+] increases (Fig. S5, top row). This is not just in the average of all the 
pooled recordings, but also in the extremes of the individual recordings, i.e. the envelope around 
the mean from the variability across channels. Second, for low luminal Ca2+, MOT increases as 
cytosolic [Ca2+] increases. While the mean may not be monotonic, the envelope shows that trend. 
Lastly, for high luminal Ca2+, MOT decreases sharply between 50 µM and 200 µM (Fig. S5, 
bottom left). This is also seen in the envelope around the mean, indicating that all channel modes 
experience this drop. We interpret this as an indication that inactivation is occurring at 200 µM 
and higher cytosolic [Ca2+] and high luminal Ca2+, but not at low luminal Ca2+. (The statistical 
significance of this drop in MOT is discussed below.) This is consistent with RyR’s known 
cytosolic inactivation site with millimolar Ca2+ sensitivity. 

Surprisingly, our fitting of the Po versus cytosolic [Ca2+] in Fig. 1 did not reveal evidence 
of inactivation, although a term for it was included in the fitting: 

 o
act inact

( )
1 / 1 /

B BP c
K c K c

= −
+ +

  (6) 

where B is the maximum Po and Kact and Kinact are the dissociation constants of the activation and 
inactivation sites, respectively. In the fit shown in Fig. 1, Kinact was several thousand micromolar, 
indicating no inactivation for the concentrations we used. 

To analyze this further and try to understand the contradictory conclusion from the fitting 
and the drop in MOT, we re-analyzed the fitting by bootstrapping different recordings at each 
cytosolic [Ca2+]. That is, if there were n recordings for a cytosolic [Ca2+], we randomly selected n 
different recordings (with replacement), pooled that data, computed the Po, and fit that Po versus 
cytosolic [Ca2+] curve. We did this 1000 times. A sample of 100 fitted curves is shown in Fig. S7. 
We found that 1/3 of the time the fit revealed inactivation with high luminal Ca2+, but only 1/50 
with low luminal Ca2+. This indicates that inactivation might be present at high luminal Ca2+ but 
not at low. Overall, this analysis suggests that curve-fitting of Po is not definitive for inactivation: 
not finding inactivation in the fitting does not indicate a lack of inactivation. 

 
 

 
Fig. S7. Bootstrap resampling of MXTs and recalculation of Po. The light red curves are those 
where there was a maximum in the curve, the gray curves there was not. The black (red) data points 
are the resampled Po used in the fit for the gray (light red) curves. The % indicated are the percent 
of curves from 1000 fits. 
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Next, we examine the statistically significance of the drop in MOT at high luminal Ca2+. 
Since the underlying open time distributions are not identically distributed (Fig. S6), standard tests 
of significance are not applicable. Instead, we use bootstrapping of the different channel modes to 
sample all possible MOTs for 50, 200, and 1000 µM cytosolic Ca2+. By sampling many different 
ratios of channel modes for each cytosolic [Ca2+], we can compute the distribution of all possible 
MOTs at each concentration. Fig. S8 shows these probability distribution functions of the MOTs 
for 50 (red line), 200 (blue line), and 1000 µM (magenta line) cytosolic Ca2+. In this figure, the 
probability of having an MOT between t and t t+ ∆  can be found by integrating the curve between 
those times. 

The figure shows that the MOT distributions for 50 µM and 200 µM do not overlap. In 
other words, the probability is virtually 0 that the “true” MOTs for 50 µM and 200 µM are similar. 
Therefore, the drop in MOT between 50 and 200 µM cytosolic Ca2+ is statistically significant. In 
addition, Fig. S8 shows that the variability in the channel data makes it impossible to determine 
whether the decrease in MOT continues between 200 and 1000 µM cytosolic Ca2+; the PDFs  are 
too similar to know whether the true MOT at 200 µM is greater than the MOT at 1000 µM. 

Lastly, we note that Gaburjakova and Gaburjakova (12) also found a sharp drop in MOT 
in caffeine-exposed RyRs at ~200 nM cytosolic [Ca2+]. However, there was also a drop in MCT 
and Po did not change. This is not behavior one would attribute to inactivation and is qualitatively 
different than our findings. In our experiments, there is no a concomitant drop in MCT; MCT 
decreases continuously (Fig. S5). This is consistent with inactivation, especially since it occurs at 
the higher cytosolic [Ca2+] where one usually sees inactivation. 

 
 

 

Fig. S8. The probability distribution functions (PDFs) of possible MOTs for 50 (red line), 200 
(blue line), and 1000 µM (magenta line) cytosolic Ca2+ with 1000 µM luminal Ca2+. Each line is 
the distribution of 10,000 MOTs calculated by bootstrap resampling the recordings at one cytosolic 
[Ca2+], pooling the data, and computing the MOT. 
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ADDITIONAL FIGURES 
Ca2+ around an open RyR 

 

Fig. S9. We solved the steady-state reaction-diffusion equations for 1 µM Ca2+ and 0.5 mM EGTA 
(as used in the experiments) in a spherically symmetric geometry. We used a bulk diffusion 
coefficient for Ca2+ ( 90.79 10−⋅  m2/s) and the same diffusion coefficient for EGTA. The on and off 
rates for Ca2+ binding were 2 µM-1s-1 and 2 s-1, respectively. The results are shown in the figure. 
(A) A contour plot of Ca2+ concentration on the face of a 30 30×  nm RyR for the largest Ca2+ 
current used in the experiments of 0.95 pA as calculated by the model of Gillespie (11), for a 
luminal Ca2+ concentration of 1000 µM and 40 mV applied voltage. The concentrations of the 
other permeating cations were as in the experiments (cytosolic: 1 mM Mg2+, 0 mM Cs+, 0.1 µM 
Ca2+; luminal: 0 mM Mg2+, 200 mM Cs+). Contours are labeled with the concentration in µM. The 
yellow region has concentration between 50 and 75 µM. (B) Ca2+ concentration contours for the 
lowest Ca2+ current used in the experiments, 0.050 pA, for a luminal Ca2+ concentration of 100 
µM and 10 mV applied voltage (other ion concentrations as above). The red, orange, and yellow 
colors represent the same concentrations as in panel A. 
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Mean open (closed) time versus closed (open) time duration 

 

Fig. S10. (A) Same as Fig. 2 in the main text, except that high cytosolic [Ca2+] are shown for MOT 
versus closed time duration. The solid lines from Fig. 2 are included for reference. (B) MCT versus 
open time duration. 
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Fig. S11. Same as Fig. 3, except that the time constants are for Figs. S10B. 
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Speed of convergence to same open time distributions 

 

Fig. S12. How far through the cytosolic Ca2+ binding process until the open time distributions are 
the same? The y-axis shows the Pearson correlation coefficient of the smoothed open time 
probability distributions for all pairs of cytosolic [Ca2+] (number pairs in parentheses in µM). 
Specifically, for each α and each pair of cytosolic [Ca2+] (c1,c2), a smoothed histogram of open 
time probabilities (Figs. S1 and S2) for c1 and a histogram for c2 were created, plotted 
parametrically against each other, and the Pearson correlation computed; if the distributions are 
the same, then the parametric plot is a straight line of slope 1. A correlation coefficient of +1 means 
that they form a line, but not necessarily one of slope 1. However, combined with the analysis in 
Fig. 4 that shows high similarity between the distributions, a correlation of +1 means the slope of 
the parametric plot must be close to 1, which was confirmed with direct fits of the slopes (not 
shown). 

The curves are the average of 500 bootstrapped channel modes at each α . For both high 
and low luminal [Ca2+], the red line (1 µM versus 50 µM) took the longest to complete, by 0.3.α ≈  
For high luminal [Ca2+] (left panel), the curves with 200 µM (green, magenta, and light blue) 
should not correlate since the 200 µM distributions at all α are different from the 1, 10, and 50 µM 
distributions (Fig. 4B); these correlations continue to decrease for 2α >  (not shown). 
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Openings after short closings are more stochastic 

 

Fig. S13. Correlation between closed times and next open times for closed time durations <1 ms 
(orange bars) and >1 ms (blue bars) for the cytosolic and luminal conditions listed below each pair. 
After a short closure (orange bars), there is less correlation between the closed time and next open 
time, indicating more randomness in the opening time durations than after a long closure (blue 
bars); that is, the openings after short closures are more stochastic than after long closures. 

The correlation metric is the distance correlation (13,14) which has several properties 
different from the more standard Pearson correlation coefficient: 1) distance correlation measures 
nonlinear correlations (with values between 0 and 1) whereas the Pearson correlation is sensitive 
to a linear relationship between two variables (with values between –1 and 1); 2) a Pearson 
correlation of 0 only indicates that the variables are not linearly correlated, not that they are 
independent, while distance correlation is 0 if and only if the variables are independent; and 3) a 
relatively low distance correlation of 0.1 still indicates a fair amount of nonlinear correlation 
(distance correlation is 1 only if the variables are perfectly linearly correlated). 
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