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ClinPred: Prediction Tool to Identify
Disease-Relevant Nonsynonymous
Single-Nucleotide Variants

Najmeh Alirezaie,1,* Kristin D. Kernohan,2 Taila Hartley,2 Jacek Majewski,1,* and Toby Dylan Hocking1

Advances in high-throughput DNA sequencing have revolutionized the discovery of variants in the human genome; however, interpret-

ing the phenotypic effects of those variants is still a challenge. While several computational approaches to predict variant impact are

available, their accuracy is limited and further improvement is needed. Here, we introduce ClinPred, an efficient tool for identifying dis-

ease-relevant nonsynonymous variants. Our predictor incorporates two machine learning algorithms that use existing pathogenicity

scores and, notably, benefits from inclusion of normal population allele frequency from the gnomAD database as an input feature.

Another major strength of our approach is the use of ClinVar—a rapidly growing database that allows selection of confidently annotated

disease-causing variants—as a training set. Compared to other methods, ClinPred showed superior accuracy for predicting pathoge-

nicity, achieving the highest area under the curve (AUC) score and increasing both the specificity and sensitivity in different test data-

sets. It also obtained the best performance according to various other metrics. Moreover, ClinPred performance remained robust with

respect to disease type (cancer or rare disease) and mechanism (gain or loss of function). Importantly, we observed that adding allele

frequency as a predictive feature—as opposed to setting fixed allele frequency cutoffs—boosts the performance of prediction.We provide

pre-computed ClinPred scores for all possible human missense variants in the exome to facilitate its use by the community.
Introduction

Immense progress in high-throughput sequencing tech-

nologies provides new opportunities for identifying

genetic determinants of disease. ‘‘Next generation’’

sequencing is now firmly established in diagnostic and

research laboratories. Although recent advances in these

technologies make them affordable, interpreting the effect

of discovered variants remains a serious challenge. Since

the human exome on average contains around 20,000

single-nucleotide variants, as compared with the refer-

ence,1 it is crucial to accurately predict deleteriousness of

genomic changes, especially nonsynonymous single-

nucleotide variants (nsSNVs). Distinguishing pathogenic

amino acid changes from background polymorphisms is

essential for efficient use of these technologies in personal-

ized medicine. Experimental validation of the pathoge-

nicity of large numbers of variants is not feasible because

it is expensive and time consuming. Consequently, many

algorithms have been developed to predict the potential

impact of a variant on protein structure and/or function.

These methods use different properties of the variant,

such as relationship to local protein structure, evolu-

tionary conservation, and/or physiochemical and bio-

chemical properties of amino acids.

While the current programs provide positive predictive

power, their results are often in disagreement with each

other,2,3 and there are currently no guidelines as to which

predictions are the most reliable. It is believed that individ-

ual methods have complementary strengths, depending

on their specific features and computational algo-
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rithms.3–5 Hence, recently, new ‘‘ensemble’’ predictors

have combined individual predictors in order to achieve

higher classification accuracy. Existing ensemble predic-

tion tools apply machine learning algorithms and have

been trained on known pathogenic and neutral nsSNVs

mostly from HGMD or UniProt databases. While those da-

tabases provide important information about variants

associated with diseases, they have known limitations. In

a study by Dorschner et al., 239 unique variants classified

as disease causing in HGMD were re-reviewed manually

and only 16 unique AD variants and 1 AR variant pair

were consistent with a pathogenic or likely pathogenic

category.6 In another study, Bell et al. found that 27% of

annotations for recessive disease-causing genes were anno-

tated incorrectly or are common polymorphisms.7 These

incorrect annotations resulted from varying and inconsis-

tent levels of evidence applied by different laboratories to

determine causation. To improve functional annotation

of human variation, the more recently developed

ClinVar8 database recommends that submitters use Amer-

ican College of Medical Genetics and Genomics (ACMG)

and the Association for Molecular Pathology (AMP) guide-

lines9 for clinical interpretation of variants. Since its release

in 2013, ClinVar has grown rapidly and has become the

powerful resource representing current understanding of

the relationship between genotypes and medically impor-

tant phenotypes.10

In this article, we develop a machine learning approach

trained on the most up-to-date and highest quality data,

aimed to facilitate more accurate and reliable prediction

of variants’ relevance to genetic disease. Our classifier,
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ClinPred, combines random forest and gradient boosting

models. As predictive features, we combine commonly

used and recently developed individual prediction tool

scores, as well as allele frequencies (AFs) of the variant in

different populations from the gnomAD database. The first

innovative aspect of our model is that it trains on variants

from the ClinVar database. The second innovative aspect

of our approach is the use of AFs in different populations

as features, rather than filtering variants based on arbitrary

AF cutoffs, as is the case with most currently used ap-

proaches. We also assemble large independent test sets to

evaluate ClinPred on cancer and rare disease data and to

compare its performance with other existing methods.

Finally, we provide pre-computed ClinPred scores for all

possible human variants through our website to facilitate

its use in general practice.
Material and Methods

Training Dataset
ClinVar database dated January 2016 was downloaded and nonsy-

nonymous variants that were categorized as (1) benign or likely

benign and (2) pathogenic or likely pathogenic were selected as

our negative (benign) and positive (pathogenic) labels, respec-

tively. All variants with conflicting interpretations in the clinical

significance reports were excluded. We restricted training data to

the high-confidence variants with review status of ‘‘criteria pro-

vided’’ from submitter or ‘‘reviewed by expert panel,’’ resulting

in 32,910 variants. Subsequently, the variants added to ClinVar

prior to January 2013 were eliminated to minimize overlap with

training data of the component features of our predictors and

the tools that are being compared. Since the training data of

PolyPhen-2 and CADD overlap with our training set, to prevent

type 1 circularity, any variant existing in their training data was

excluded from our dataset. Only missense variants were retained,

resulting in the 11,082 variants, with 7,059 labeled as benign and

4,023 labeled as pathogenic.
Test Datasets
We assembled nine test datasets. The first independent test dataset

(ClinVarTest) was constructed from missense variants that were

added to ClinVar database after January 2016 to minimize any

overlap with our features’ as well as other available deleteriousness

prediction tools’ training data. Any variant that was last evaluated

before 2016 was excluded from this data. To further investigate

generalizability of our model with respect to data collection

method, we constructed our second and third datasets from

different sources.

The second distinct database was compromised of pathogenic

variants in the mutagenetix database (see Web Resources). This

is a database of phenotypes and mutations produced through

random germline mutagenesis induced with N-ethyl-N-nitro-

sourea (ENU) in mice. Phenotypic mutations that are responsible

for a particular phenotype were obtained from the mutagenetix

database. UCSC genome browser LiftOver tool was applied to

convert genome coordinates and annotation from mouse to hu-

man GRCH37. Only variants that cause the same amino acid

changes in human and mouse were kept. We obtained our neutral

SNVs for the second test data from VariSNP database, which is the
The America
benchmark database for neutral SNVs.11 In order to prevent type II

circularity that arises when all the variants in a gene are labeled

either pathogenic or benign,12 we retained only genes that con-

tained both benign (VariSNP) and pathogenic (mutagenetix) vari-

ants, to create the MouseVariSNP test data.

The third dataset was comprised of variants from DoCM,13 a

database of curated mutations in cancer derived from literature.

We retained only missense variants labeled as pathogenic and

likely pathogenic to form the DoCM test data. Since this database

contains only pathogenic variants, we used this test set to compare

sensitivity of different methods.

Next, in order to determine whether the performance differs

between gain-of-function and loss-of-function gene products,

we constructed four distinct subset datasets from ClinVarTest.

Oncogene test data consist of 242 benign and 112 pathogenic

variants in genes defined as oncogene based on ONGene data-

base.14 The tumor suppressor gene (TSG) dataset consists of 635

variants (475 benign and 160 pathogenic) based on genes defined

as TSG in the TSGene database.15 Gain-of-function (GainFunc-

tion) and loss-of-function (LossFunction) datasets were collected

based on the gene-disorder relationship as curated by the Orpha-

net database (see Web Resources). Description of datasets is

shown in Table S1. Any variants that existed in our training

data and our features’ training data were discarded from all test

datasets.

Importantly, to test the application of ClinPred in clinically rele-

vant data, we constructed a dataset comprised of 31 exome case

subjects with rare disease obtained from the FORGE Canada,

Care4Rare Canada Consortia,16 and collaborators. These samples

were considered solved if the variant under consideration was in

a known gene and the referring clinician provided feedback that

this gene explained the affected individual’s phenotype. Also, in

the case of novel disease genes, the variant was considered likely

causative for the clinical phenotype in the presence of genetic vali-

dation (multiple families with mutations in the same gene and

similar phenotype) and/or strong functional evidence. Since all

of these data had been published after mid-2015, it has not been

used to train any predictor.

Finally, to evaluate how ClinPred matches the results of large-

scale functional assay data, we constructed the BRCA1 dataset

from ‘‘A Database of Functional Classifications of BRCA1 Variants

based on Saturation Genome Editing.’’17 This test data consist of

437 missense loss-of-function (LoF) and 1,464 functional variants

from genome editing in 13 BRCA1 exons that encode critical RING

and BRCT domains.
Features
Having collected the high-confidence sets of SNVs, we annotated

them with the latest version of ANNOVAR using dbNSFP v.3a to

generate the required prediction scores from different component

tools. Allele frequencies (AFs) of each variant in different popula-

tions were obtained from the gnomAD database: all exome, Afri-

can/African American (AFR), Latino/Admixed American (AMR),

Ashkenazi Jewish (ASJ), East Asian (EAS), Finnish (FIN), Non-

Finnish European (NFE), South Asian (SAS), other (OTH). These

AFs were assigned zero if the variant was not represented. The

potential clinical relevance of each variant is predicted by incorpo-

rating AFs and 16 individual prediction scores from SIFT,

PolyPhen-2 HDIV, PolyPhen-2 HVAR, LRT, MutationAssessor,

PROVEAN, CADD, GERP, DANN, PhastCons, fitCons, PhyloP,

and SiPhy.18–22 These features were selected to provide
n Journal of Human Genetics 103, 474–483, October 4, 2018 475



complementary information, and they either did not require

training or their training data are publicly available to allow exclu-

sion from our data and prevent type I circularity.
Model Definition
We applied random forest (cforest) and gradient boosted decision

tree (xgboost) models and used the default missing value predic-

tions that these algorithms provide for cases where individual

scores for component predictors were not available.

We trained each model using either of balanced or equal

weights:

d Equal weights assigns a weight of 1 to each example in the

training set. For highly unbalanced datasets (e.g., 90% path-

ogenic, 10% benign), these models may be trivial/sub-

optimal.

d Balanced weights assigns a weight to each example so that

the total weight of each class is equal. For example, if there

are 900 pathogenic and 100 benign variants, then we assign

each pathogenic variant a weight of 1 (total weight ¼ 1*

900 ¼ 900), and each benign variant a weight of 9 (total

weight ¼ 9*100 ¼ 900).

As the results from the balanced weight model was not signifi-

cantly different from the results from the equal weight model

(data not shown), for simplicity, we show only balanced weights

results for our final models. The output of eachmodel is a score be-

tween 0 and 1, representing the probability of a pathogenic

variant. The decision boundary to classify pathogenic or benign

is 0.5 (lower for benign, higher for pathogenic). In addition, in or-

der to maximize the sensitivity for detecting pathogenic variants,

we defined the higher score of either of these twomodels (xgboost,

cforest) as the ClinPred score.
Comparing the Performance of Individual Predictors
For each input feature and comparator models, we learned a uni-

variate model based on each training set as follows. We learn the

sign (�1 if smaller scores are more likely to be pathogenic; 1

otherwise) and threshold (score *sign % threshold predicts

benign; otherwise pathogenic) that minimizes the number of

incorrect predictions using all non-missing features in the

training data. This threshold was used to compute evaluation

metrics.

To quantitatively compare our models with individual features

and other models, we performed 5-fold cross validation on

training, ClinVarTest, and MouseVariSNP data. Each dataset was

randomly partitioned into five equal sized subsamples. In each

round of cross-validation, our models were trained on 80% of

training data and tested on 20% of the test data. In order to allow

for fair comparison with available methods, the thresholds of

othermodels were learned during the cross validation tomaximize

accuracy. Thus, the performance of our models was compared to

other recent state-of-the-art tools such as VEST3, MetaSVM,

MetaLR, M-CAP, fathmm-MKL, Eigen, GenoCanyon, and

REVEL.3,23–28 Following the guidelines for reporting and using pre-

diction tools, we computed seven evaluation metrics on each test

based on the learned threshold described above. These metrics

include sensitivity (true positive rate), specificity (1-false positive

rate), accuracy, precision, F1 Score, and Matthew correlation coef-

ficient (MCC),29,30 as well as the area under the test receiver oper-

ating characteristic curve (AUC).
476 The American Journal of Human Genetics 103, 474–483, Octobe
Results

Performance Comparison of Our Models and Individual

Component Features

Our two models were superior to all their constituent fea-

tures and discriminated well between pathogenic and

benign variants in ClinVarTest with AUC equal to

0.97 5 0.004 (mean 5 standard deviation in 5-fold CV)

for xgboost and cforest (Figure S1). They also showed su-

perior performance in MouseVariSNP with respective

AUCs of 0.96 5 0.01 and 0.96 5 0.02. Although most fea-

tures and our models demonstrated little change in

AUC score between MouseVariSNP and ClinVarTest,

DANN and Siphy29-way attained 11% lower AUC in

MouseVariSNP compared to ClinVarTest. Overall,

the single features with the highest AUC were

AF (gnomAD_exome_ALL), followed by PROVEAN,

PolyPhen-HVAR, and CADD (Figure S1). Consistent with

other research findings, conservation scores (GERPþþ,
PhastCons, PhyloP, and SiPhy) almost all have lower

AUC than functional scores (SIFT, MutationAssessor,

PROVEAN, PolyPhen-2 HDIV, and HVAR).23 We further

investigated the effect of excluding/including AFs as a

feature in the models and found that the inclusion of

AFs significantly increases AUC as well as increasing sensi-

tivity and specificity (Figure S2). Finally, we found that

combining our models by selecting the higher of the

two probability scores improved the AUC to 0.98 5

0.004 and 0.96 5 0.01 in ClinVarTest and MouseVariSNP,

respectively, while also achieving the best specificity at

95% sensitivity. Hence, we defined this combined model

as ClinPred and used it in subsequent tests.
ClinPred in Comparison to Other Ensemble Tools

Using the ClinVarTest dataset (Figure 1), ClinPred outper-

formed other classifiers with the best AUC (0.98 5

0.004), sensitivity (93.1% 5 3%), and specificity

(94.2% 5 0.04%). It had the lowest error rate (6.04%)—

the sum of false positives and false negatives over total

number of labeled variants—in comparison to other tools

(Table S2) where the error rate ranged from 13.2% (REVEL)

to 50.3% (M-CAP).

When used on MouseVariSNP, ClinPred again outcom-

peted other available methods (Table S3). VEST3 was the

closest competitor with an AUC of 0.88 5 0.03. All

methods were less accurate in MouseVariSNP than in

ClinVarTest; the method with the largest AUC decrease

was FATHMM (from 0.78 5 0.1 to 0.58 5 0.07)

(Figure S1). Although ClinPred achieved the highest speci-

ficity in MouseVariSNP, it was followed closely by REVEL.

This might be due to type I circularity, considering that

VariSNP has overlap with the training set of other

tools. On the other hand, as pathogenic variants in

MouseVariSNP have the least overlap with the training

data used by other tools, sensitivity score is the least biased

comparator. ClinPred had the highest sensitivity among
r 4, 2018
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Figure 1. The Performance of ClinPred
Was Compared to Seven Recently Devel-
oped Tools using ClinVarTest Data
(A) ClinPred showed increased sensitivity
and specificity compared to other methods
(B) Our models had the best specificity at
the cut off required to achieve 95%
sensitivity. AUC, error percent, and speci-
ficity at 95% sensitivity were calculated
for 5-fold cross validation and the mean
score is shown.
tools, detecting 92.79% 5 3.04% of pathogenic variants

and VEST3 was the next, achieving 85.26% 5 3.34%

sensitivity.

In order to visualize the distribution of scores of recently

developed ensemble tools, we plotted raw scores for path-

ogenic and benign variants in different datasets. As

demonstrated in Figure 2, ClinPred scores were highly

concentrated near 1 for pathogenic and 0 in the benign

variants across datasets. This analysis provides another

way to illustrate the ability of ClinPred to differentiate

well between benign and pathogenic variants in compari-

son to other methods.

Using Set Allele Frequency Cutoffs versus Allele

Frequency as a Predictor Variable

In most laboratories tasked with analyzing exome data,

hard allele frequency cutoffs are used to filter lists of de-

tected variants, and prediction scores are assessed for the

remaining variants as part of variant interpretation. As a

result, allele frequency has generally not been used explic-

itly to predict clinical relevance of mutations in previous

approaches. This is a sensible approach, since a reasonable

estimate of the maximum AF can be based on the mode of

inheritance and population frequency of the phenotype.

Moreover, this approach is supported by the current

ACMG guidelines, where AF is given a higher evidence

value than computational predictions.9 However, in

many cases, the mode of inheritance may not be

evident—for example distinguishing recessive from de

novo dominant cases—and population prevalence may

not be obvious for non-specific phenotypes. Moreover,

our analysis above suggested that population allele fre-

quency is one of the most informative features in our

model, and it is likely that it can acquire additional value

when used in themachine learning setting alongside other

predictor variables. Hence, we investigated whether AF re-

mains an important predictor when the models are used in

typical research approaches. We tested our models on data-

sets filtered according to various AF cutoffs: lower than

0.01, lower than 0.005, and lower than 0.001. In all condi-

tions, ClinPred was superior to other tools, achieving high-
The American Journal of Human Gen
est AUC, sensitivity, and specificity

(Figures S3 and S4). Thus, even

when using datasets that are likely

to be seen in the research or clinical

setting—i.e., filtered using typically
applied allele frequency cutoffs—there is still valuable in-

formation to be learned from population AF.

Comparing Categorical Scores across Different Tools

Many current tools provide categorical predictions—path-

ogenic/damaging versus benign/tolerant—according to

the authors’ recommended pathogenicity thresholds.

Hence, we compared the categorical predictions across

various ensemble tools. As REVEL does not provide cate-

gorical scores, any variant with a raw score lower than

0.5 in REVEL was classified as benign while scores greater

than or equal to 0.5 were classified as pathogenic. We

used the same threshold for ClinPred. We restricted the

comparison to variants where scores were available for

any tool (excluding missing values). In ClinVarTest,

M-CAP had the highest sensitivity, successfully classifying

95.8% pathogenic variants as damaging. However, this

came at the cost of very low specificity, with 58% of benign

variants misclassified as damaging. ClinPred achieved the

second highest sensitivity (93.6%), while maintaining a

low false positive rate of 6% (Figure 3; Table 1). When

tested on MouseVariSNP, ClinPred had the best perfor-

mance according to both sensitivity and specificity

(Figure 3; Table S4).

Subsequently, we investigated the performance of our

models on the rare variants that are likely to be considered

in current clinical testing. As M-CAP scores only rare vari-

ants (%1% allele frequency), we restricted our analysis to

the same cutoff. ClinPred maintained its performance as

a classifier with lowest error rate in both ClinVarTest and

MouseVariSNP restricted to AF % 1% (Figure S5).

Investigating Generalizability of ClinPred to Different

Disease Mechanisms

Further, we examined whether our algorithm’s perfor-

mance differs between mutations resulting in gain or loss

of function, in either rare disease or cancer. Similarly, to

the first and second test datasets, we calculated AUC and

sensitivity for GainFunction, LossFunction, TSG, and

Oncogene test data. As demonstrated in Figure 4, ClinPred

performance remained robust across all four test datasets.
etics 103, 474–483, October 4, 2018 477



Figure 2. Comparison of Raw Scores of ClinPred,M-CAP, REVEL,
and MetaLR
Violin plots represent the full distribution of scores for pathogenic
(pink) and benign (green) variants in different test data.
Moreover, ClinPred retains the highest sensitivity to pre-

dict pathogenic variants among other tools (Figure S6).

Since theDoCMdatabase consists of only pathogenic var-

iants, we could compile sensitivity scores based only on the

categorical predictions provided by the tools (Table S5).

ClinPred could successfully predict pathogenic variants in

cancer, achieving a sensitivity score equal to 94.02%.

Application of ClinPred to Clinical Data

Finally we evaluated the performance of ClinPred in com-

parison to commonly used predictors (SIFT, PolyPhen-2,

CADD) as well as the recent ensemble predictors

MetaSVM, MetaLR, REVEL, M-CAP, and VAAST Variant Pri-

oritizer (VVP)31 in 31 exomes from the FORGE Canada and

Care4Rare Canada projects. To compare categorical scores,

variants were categorized as pathogenic if they were pre-

dicted as pathogenic/probably pathogenic (PolyPhen2) or

damaging (SIFT, MetaSVM, MetaLR, M-CAP). Since

CADD authors did not provide a categorical score, we

defined pathogenic variants according to different

CADD_PHRED score cutoffs (more than 10, 15, and 20).

We considered any score higher than 0.5 as pathogenic

in ClinPred and REVEL, and any score higher than 50 as

pathogenic in VVP.

After typical quality filtering,16 an individual’s exome

on average harbored 433 non-synonymous variants
478 The American Journal of Human Genetics 103, 474–483, Octobe
(AF < 0.05 in ExAC). There were 25 different nonsynony-

mous variants with strong supporting evidence for being

causative in these samples. All studies have been published

in peer-reviewed journals or are in press. In this analysis,

we defined the sensitivity of a predictor as the number of

known causative variants that were predicted as patho-

genic, divided by 25 (the total number of known causative

variants). Although each exome likely contains other path-

ogenic variants, in addition to those that cause the disease,

we aimed to identify the prediction tools that selected

the highest number of the 25 known disease variants,

while discarding the highest proportion of the remaining

variants.

As demonstrated in Figure 5, sensitivity scores among

tools ranged from 44% to 100%, with the highest achieved

by CADD and VVP for homozygous genotype (hom-VVP).

Although CADD and hom-VVP identified all the causative

variants as pathogenic, this came with the cost of low spec-

ificity: on average 94%, 75%, 60%, and 50% of non-synon-

ymous variants per exome were predicted as pathogenic

using hom-VVP and different CADD_PHRED cutoffs

(more than 10, 15, and 20, respectively). ClinPred pre-

dicted 24/25 ¼ 96% of the causative variants as patho-

genic. The only variant missed by ClinPred had a marginal

score of 0.449 and was found in late-onset case subject

with compound heterozygote variants in the same

gene—one frameshift and the other nonsynonymous.32

This nonsynonymous variant is also predicted as benign/

neutral by all other predictors except CADD and VVP.

Assessing Concordance between Functional Assay and

Computational Prediction Scores

Since ACMG guidelines suggest the result of well-estab-

lished in vitro or in vivo functional study as evidence for

variant interpretation, we examined how our algorithm

and other computational prediction methods’ perfor-

mance matches functional assay data. A recent study on

large-scale functional classification of BRCA1 variants pro-

vides an excellent opportunity for such comparison.17

While most of the computational methods had the ability

to predict LoF variants in the BRCA1 dataset as pathogenic/

deleterious (sensitivity ranged from 92.6% to 100%), their

performance was poor in predicting functional variants as

benign (specificity ranged from 0.1% to 46% with the

lowest in M-CAP and the best in MetaSVM). ClinPred pre-

dicted 97.5% of LoF variants as pathogenic and 32% of

functional variants as benign (Figure S7). The relatively

low specificity of computational predictions in the

BRCA1 dataset may be at least partly due to the limited

sensitivity of the in vitro assays used in that study. Func-

tional scores in the BRCA1 dataset were measured based

on cellular fitness in a haploid human cell line, which

may not fully reflect the function in the complete organ-

ism. Such discrepancy between in vitro and in vivo BRCA1

mutant homologous recombination activity has previ-

ously been demonstrated.33,34 Conversely, computational

predictions may be overestimating pathogenicity. At this
r 4, 2018
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Figure 3. Comparison of ClinPred with
Categorical Predictions Available from
M-CAP, REVEL, and MetaLR
REVEL and ClinPred scores lower than 0.5
are defined as tolerant and greater than 0.5
as damaging. We show proportions of
benign and pathogenic variants that were
classified as tolerated (T, green) and
damaging (D, pink). ClinPred had the
best performance in finding as many path-
ogenic variants possible while minimizing
the number of benign variants that are
predicted as damaging both in ClinVarTest
(A) and MouseVariSNP (B).
point, we conclude that the relative strengths of computa-

tional predictions and in vitro functional assays warrant

further investigation.
Discussion

Although there are several prediction methods currently

available, tools with higher ability to distinguish between

pathogenic and neutral variants will be beneficial for

future precision medicine. In this study, we use an

improved supervised machine learning approach to create

ClinPred, a method to efficiently distinguish clinically

pathogenic from neutral variants. The first improvement

concerns the choice of the most accurate training dataset:

we train our predictor on clinically significant variants

based on the joint consensus recommendation for the

interpretation of sequence variants by the American Col-

lege of Medical Genetics and Genomics (ACMG) and the

Association for Molecular Pathology (AMP). Second, we

apply two different machine learning algorithms and

include a wide range of recent supervised and unsuper-

vised methods as predictive features. Finally, we identify

allele frequency as one of our key predictive features,

which improves performance in both the presence and

the absence of a predetermined frequency threshold for in-

clusion of variants in the analysis.

Compared to other methods, ClinPred showed highest

sensitivity, improved specificity, and obtained the best per-

formance according to various performance metrics. Our

results emphasize that allele frequency is an important fac-

tor to be added as a feature in predicting pathogenicity of

amino acid change and leads to significant performance

improvement. Although traditionally AF is employed to

discard benign variants, it is unclear what threshold

should be selected at which a variant is considered benign.

Many investigators use a cutoff of 5%, which is the upper
The American Journal of Human Gen
bound for carrier frequency of most

common Mendelian diseases, such

as cystic fibrosis. However, in view

of rarity of many other phenotypes,

researchers often select lower AF cut-

offs.35 In designing ClinPred, we did
not set any restrictions regarding AFs of either pathogenic

or benign variants, and we allowed the algorithms to learn

the best use of this feature as a predictor. This contrasts

with other methods, where the benign variants are often

selected based on certain AFs.3,26 As examples, M-CAP con-

siders any variant with a mean allele frequency % 1% in

ExAC and 1000 Genomes as benign while REVEL selects

variants with AFs between 0.1% and 1% across the seven

study populations for their benign label. In our approach,

we utilized AFs from the largest database available,

gnomAD, as one of the predictor variables and allowed

the model to learn the optimal parameters, without using

a specific threshold. Some other existing methods have

also incorporated AFs in their approach. For example,

MetaLR, MetaSVM, and Eigen applied AFs from 1000 Ge-

nomes database in their model. M-CAP indirectly benefits

from AF by using MetaLR and MetaSVM as their feature.

The relatively lower level of success in using AFs in those

methods may be due to high missing values for AFs in

the smaller, less representative databases. As far as we

know, Gavin and VVP are the only methods that use AFs

from a large database; however, our method is different

from them. Gavin applied AFs equal to 0.00346 in ExAC

and CADD > 15 as the fixed thresholds for defining vari-

ants as pathogenic.36 VVP incorporated population variant

frequencies from the WGS portion of gnomAD (15,496

whole genomes) while we not only incorporate gnomAD

all-exome AFs (123,136 exome sequences), but also AFs

in 8 different populations available in gnomAD: African/

African American, Latino/Admixed American, Ashkenazi

Jewish, East Asian, Finnish, Non-Finnish European, South

Asian, and other ethnicities. We attribute a large part of the

increase in performance of ClinPred to allowing our classi-

fier to learn and optimize the use of AFs in making the

distinction between pathogenic and benign variants.

We also found that our predictor maintains consistently

superior performance across different genetic models and
etics 103, 474–483, October 4, 2018 479



Table 1. Overview of Performance of ClinPred in Comparison to Categorical Scores of Other Tools in ClinVarTest

Sensitivity % Specificity % FPR Accuracy Precision Error Percent F1 Score MCC

ClinPred 93.58 94.10 0.06 0.94 0.86 6.04 0.90 0.85

xgboost 90.75 94.65 0.05 0.94 0.87 6.42 0.89 0.84

cforest 89.06 96.59 0.03 0.95 0.91 5.49 0.90 0.86

REVEL 82.55 89.27 0.11 0.87 0.75 12.60 0.78 0.70

M-CAP 95.79 41.62 0.58 0.64 0.54 35.79 0.69 0.42

MetaLR 77.93 83.87 0.16 0.82 0.65 17.79 0.71 0.59

Fathmm_mkl 96.48 43.70 0.56 0.58 0.40 41.65 0.56 0.38

Abbreviations: FPR, false positive rate; MCC, Matthews correlation coefficient.
pathogenic mechanisms—for example dominant versus

recessive or oncogene versus tumor suppressor classifica-

tions. However, it should be noted that this outcome is

highly dependent on the types and proportions of variants

that are currently present in the disease databases. The

currently cataloged pathogenic variants are predominantly

highly penetrant monogenic or oncogenic mutations,

generally with severe disease phenotypes that are strongly

selected against in human populations. As we begin to

identify variants responsible for less severe, polygenic,

and complex traits, clinically relevant predictors will likely

benefit from training on relevant subsets of disease data-

bases. In particular, the use of allele frequency as a

feature—even though we found it to be universally benefi-

cial across the currently cataloged disease variants—should

optimally be trained on sets of variants most relevant to

different inheritance models and severity of diseases.

In addition, our results demonstrate the value of

combining different methods that likely provide comple-

mentary information as a result of their divergent

algorithms and training datasets. The importance of diver-

sifying training datasets is illustrated by comparing Poly-

Phen-2 HVAR and HDIV scores, where their difference in

performance is because they applied different training da-

taset in spite of the same algorithm. On the other hand,
Figure 4. ClinPred Performance Remained Robust across Distinc
Mechanisms
We show mean AUC and error bars for 5-fold cross validation in all

480 The American Journal of Human Genetics 103, 474–483, Octobe
illustrating difference in methodologies, DANN and

CADD shared the same training data with different algo-

rithm resulting in disjoint performance.

In our design, we took great care to avoid type I circu-

larity,12 a problem that occurs in supervised machine

learningwhen the trainingdatadirectlyor indirectlyoverlap

with test data.Although inourmodelwe eliminate any such

overlap to prevent over-fitting, comparison against other

tools is not completely free of bias. First, it is practically

impossible to remove from our dataset the neutral variants

that were used to train other ensemble tools, such as large

number of variants present in the ExAC database. Second,

M-CAP, VEST3, and REVEL were trained on private patho-

genic datasets which we were unable to access, and which

may influence comparison of performance in their favor.

In our illustration of real-life utility with respect to clin-

ical data, the FORGE Canada and Care4Rare Canada case

subjects were selected from studies published after mid-

2015 to avoid overlap with any of the training data.

Applying our predictor as one of the selection criteria for

pathogenicity would reduce the list of an average 443

non-synonymous in individual’s exome to an average of

70 variants to be further manually followed up. In most

cases, the entire list of selected variants—prioritized by pre-

diction scores—would not have to be examined, as 83% of
t Datasets Based on Different Genetic Models and Pathogenic

test datasets.

r 4, 2018



A B Figure 5. Illustration of Performance of
ClinPred as Compared to Other Tools on
Real-Life Clinical Samples from Solved
FORGE Canada and Care4Rare Canada
Projects
(A) ClinPred reduced the number of non-
synonymous variants predicted as patho-
genic and retained high sensitivity.
(B) Raw Scores from MetaLR, M-CAP,
REVEL, and ClinPred for any causative
variant in these 31 solved FORGE Canada
and Care4Rare Canada project cases were
shown.
causative variants rankedwithin the top 25 candidates. Out

of the 25 distinct disease-causing variants, ClinPred mis-

classified only 1 causative variant as benign. While this

illustrates the pitfall of using classifiers such as ClinPred

for purely automated filtering, it also suggests to a possible

alternative multi-stage protocol, where case subjects can

first be scanned using the currently optimized strict score

cutoff and, if no definite disease cause is identified,

the criteria can be relaxed and re-applied. The only

approaches that succeeded in identifying all of the 25 path-

ogenic variants in this dataset were CADD and hom-VVP,

but this came at the cost of specificity, and as a result, their

application could narrow down the candidate list to an

average of 216 and 409 variants per case for CADD and

hom-VVP, respectively. While increasing the threshold of

any predictor score results in higher sensitivity, it will jeop-

ardize specificity. In the clinical domain, a test achieving

95% sensitivity with high specificity is generally favorable.

Across our test data,ClinPredwas able to achieve 95%sensi-

tivity with the best specificity among other tools.

In summary, we have developed an ensemble classifier

for predicting disease relevance of missense SNVs, using a

combination of two different machine learning algorithms

and incorporating several popular pathogenicity predic-

tors, along with population allele frequencies, as compo-

nent features. Our classifier is specifically designed to

predict pathogenicity of variants that are causative for

Mendelian disease. We systematically compared both cate-

gorical prediction and raw scores of different commonly

used methods, under different AF cutoffs that may typi-

cally be used by researchers and clinicians to narrow

down lists of variants. ClinPred outperformed all existing

ensemble classifiers in distinguishing between disease-rele-

vant pathogenic from neutral variants. Our model general-

izes well when applied to variants from various sources not

included in its training dataset. It also has high perfor-

mance both in rare disease and in cancer. We provide

pre-computed prediction scores for all possible variants

in the human exome with a guide (Table S6) to facilitate

interpretation of high-throughput sequencing results. In
The American Journal of Human Gen
future developments, the prediction

power of our model may be further

enhanced by incorporating more

components such as specific popula-
tion genotype frequency, penetrance, disease prevalence,

and human phenotype ontology (HPO) terms.37,38

Furthermore, progress in whole-genome sequencing data

will bring the need to accurately predict the effect of

non-coding variants. The framework outlined here can

help design future predictors for non-coding variants

when appropriately large and reliable sources of patho-

genic and benign variants become available.
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Supplemental figures  



 
 

 
Figure S1: The performance of our models was compared against their constituting features and 

other available tools in ClinVarTest and MouseVariSNP. Analysis is based on the raw scores and 

was calculated for 5-fold cross validation.  



 
 

 
Figure S2: AF boost sensitivity and AUC score when applied as a feature in our models. We show 

mean AUC, mean sensitivity and error bars for 5-fold cross validation. 

 



 
 

 

Figure S3: The performance of ClinPred was compared to recently developed and commonly used 

tools.  We trained on our training data and tested our models on ClinVarTest using various AF 

cutoffs: whole data set regardless of AF, AF less than 0.01, less than 0.005 and less than 0.001. In 

all conditions, ClinPred was superior to other tools, achieving highest AUC score. Analysis is 

based on the raw scores and was calculated for 5-fold cross validation. 



 
 

 

 
Figure S4: Performance of ClinPred was compared to recently developed ensemble tools.  Models 

were trained on the training data and tested on ClinVarTest using various AF cutoffs: all data set 

regardless of AF, AF less than 0.01, less than 0.005 and less than 0.001. In all conditions, ClinPred 

was superior to other tools. 

 

 

 

 

 

 

 

 

 



 
 

 
 

Figure S5: Comparison of ClinPred with categorical predictions available from M-CAP, REVEL, 

and MetaLR. REVEL and ClinPred scores lower than 0.5 are defined as tolerant and greater than 

0.5 as damaging. We show proportions of benign and pathogenic variants that were classified as 

Tolerated (T, Green) and Damaging (D, Pink). ClinPred had the best performance in finding as 

many pathogenic variants possible while minimizing the number of benign variants that are 

predicted as damaging both in ClinVarTest with AF<0.01 (A) and MouseVariSNP with AF<0.01 

(B).  

 

 



 
 

 
 

 

Figure S6: ClinPred performance remained robust across distinct datasets based on different 

genetic models and pathogenic mechanisms.  We show mean sensitivity and error bars for 5-fold 

cross validation in all test datasets. 

 

 

 

 

 

 



 
 

 
Figure S7: Illustration of performance of ClinPred as compared to other tools for functional assays 

scores of BRCA1 variants from Database of Functional Classifications of BRCA1. We show 

sensitivity of each tool to detect loss of function variants in comparison to number of 

nonsynonymous variants predicted as benign among 1464 functional variants in this database. 
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Table S1: Description of datasets  

 
Data Total 

variants 

Benign Pathogenic 

Training data 11082 7059 4023 

Test data ClinVar Test 5759 4169 1590 

MouseVariSNP  1897 1680 217 

DoCM  1189 0 1189 

LossFunction 1066 776 290 

GainFunction 293 160 133 

Oncogene 354 242 112 

TSG 635 475 160 

 

 

 

 

 

Table S2: Overview of performance of ClinPred in comparison to raw scores of other tools in 

ClinVarTest 

 
model sensitivity specificity FPR accuracy precision error.percent F1 

score 

MCC 

ClinPred 0.94 0.94 0.06 0.94 0.86 6.04 0.90 0.85 

xgboost 0.91 0.95 0.05 0.94 0.87 6.42 0.89 0.84 

cforest 0.89 0.97 0.03 0.95 0.91 5.49 0.90 0.86 

VEST3_score 0.83 0.84 0.16 0.84 0.66 16.48 0.73 0.62 

MetaSVM_score 0.78 0.85 0.15 0.83 0.67 16.84 0.72 0.60 

MetaLR_score 0.80 0.80 0.20 0.80 0.60 20.18 0.69 0.55 

M-CAP_score 0.84 0.36 0.64 0.50 0.34 50.36 0.48 0.20 

fathmm-

MKL_score 

0.84 0.69 0.31 0.73 0.51 26.53 0.64 0.48 

Eigen-raw 0.76 0.74 0.26 0.74 0.53 25.58 0.62 0.45 

REVEL 0.82 0.89 0.11 0.87 0.74 13.20 0.77 0.68 

FPR: False positive rate 

MCC: Matthews correlation coefficient 

 



 
 

 

Table S3: Overview of performance of ClinPred in comparison to raw scores of other models in 

MouseVariSNP test 

 
model sensitivity specificity FPR accuracy precision error.percent F1 

score 

MCC 

ClinPred 0.93 0.88 0.12 0.89 0.50 11.44 0.65 0.63 

xgboost 0.91 0.89 0.11 0.89 0.51 11.02 0.65 0.63 

cforest 0.88 0.92 0.08 0.92 0.60 8.07 0.72 0.69 

VEST3_score 0.86 0.78 0.22 0.79 0.34 20.98 0.48 0.45 

MetaSVM_score 0.58 0.81 0.19 0.79 0.29 21.24 0.38 0.30 

MetaLR_score 0.58 0.75 0.25 0.73 0.23 26.73 0.33 0.23 

M-CAP_score 0.66 0.61 0.39 0.62 0.18 37.95 0.29 0.18 

fathmm-

MKL_score 

0.75 0.68 0.32 0.69 0.23 31.15 0.36 0.28 

Eigen-raw 0.76 0.73 0.27 0.73 0.27 26.67 0.40 0.34 

REVEL 0.71 0.87 0.13 0.86 0.42 14.50 0.53 0.47 

 

FPR: False positive rate 

MCC: Matthews correlation coefficient 

 

 

 

 

Table S4: Overview of performance of ClinPred in comparison to categorical scores of other tools 

in MouseVariSNP test. 

 
  Sensitivity 

% 

Specificity 

% 

FPR Accuracy Precision Error 

Percent 

F1 

Score 

MCC 

ClinPred 92.63 88.04 0.12 0.89 0.50 11.44 0.65 0.63 

xgboost 91.24 88.69 0.11 0.89 0.51 11.02 0.65 0.63 

cforest 88.48 92.38 0.08 0.92 0.60 8.07 0.72 0.69 

REVEL 71.43 86.65 0.13 0.85 0.41 15.09 0.52 0.46 

M-CAP 88.73 47.20 0.53 0.53 0.21 47.16 0.34 0.25 

MetaLR 56.28 79.25 0.21 0.77 0.26 23.36 0.35 0.26 

Fathmm_mkl 91.16 38.92 0.61 0.45 0.16 55.15 0.27 0.20 

 

FPR: False positive rate 

MCC: Matthews correlation coefficient 

 

 

 

 

 



 
 

 

Table S5: Overview of performance of ClinPred in comparison to categorical scores of other tools 

in DoCM test.  

  
NA/Pathogenic  TPR 

sensitivity  

FNR 

cforest 0 0.89 0.10 

xgboost 0 0.91 0.08 

ClinPred 0 0.94 0.05 

REVEL 0 0.83 0.16 

M-CAP 12 0.95 0.04 

MetaLR 0 0.67 0.32 

Fathmm_mkl 0 0.97 0.02 

NA/pathogenic: Number of pathogenic variants with missing data 

TPR: True positive rate 

FNR: False negative rate 
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