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Density Curves. 

Here we present plots of density curves for the original and optimized parameterizations of 

the water models considered in this work. Figure (1) shows plots for models with three 

interaction sites and Figure (2) shows plots for models with four interaction sites. 

 

 

Figure (S1): Plot of density curve for 3P like models. EXP is experimental data taken from 

Abascal et al [1]. TIP3P is the original TIP3P model [2]. TIP3P – LJ OPT is the model still 

using the LJ optimized in this work. TIP3P – Buck is the Buckingham type model optimized 

in this work. 

 



 

 

Figure (S2): Plot of density curve for 4P like models. EXP is experimental data taken from 

Abascal et al [1]. TIP4P/2005 is the original TIP4P/2005 model [1]. TIP4P – LJ OPT is the 

model still using the LJ optimized in this work. TIP4P – Buck is the Buckingham type model 

optimized in this work. 

 

Difference plots 

Here we present difference plots for the RDF of the optimized models and experimental data. 

 

 



Figure (S3): Plot of difference between calculated and experimental OO RDFs. Experimental 

data for OO RDF taken from Soper et al [3]. TIP3P is the original TIP3P model [2]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 3P like models. 

 

 

Figure (S4): Plot of difference between calculated and experimental OO RDFs. Experimental 

data for OO RDF taken from Soper et al [3]. TIP4P is the original TIP3P model [1]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 4P like models. 

 

 



Figure (S5): Plot of difference between calculated and experimental OH RDFs. Experimental 

data for OH RDF taken from Soper et al [3]. TIP3P is the original TIP3P model [2]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 3P like models. 

 

Figure (S6): Plot of difference between calculated and experimental OH RDFs. Experimental 

data for OH RDF taken from Soper et al [3]. TIP4P is the original TIP3P model [1]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 4P like models. 

 

 



Figure (S7): Plot of difference between calculated and experimental HH RDFs. Experimental 

data for HH RDF taken from Soper et al [3]. TIP3P is the original TIP3P model [2]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 3P like models. 

 

 

Figure (S8): Plot of difference between calculated and experimental HH RDFs. Experimental 

data for OO RDF taken from Soper et al [3]. TIP4P is the original TIP3P model [1]. LJ OPT 

is the model still using the LJ optimized in this work. Buckingham is the Buckingham type 

model optimized in this work. This graph shows 4P like models. 

 

Free energy calculation 

To calculate the free energies in this work the annihilation of a single water in a 25 � box of 
water was performed with YANK [4] using Hamiltonian replica exchange [5] for 15 replicas 

with swapping made between neighbouring replicas every 1 ps for a total of 5000 iterations 

of swapping, giving 5 ns of sampling per replica. These calculations where performed three 

times for every water model, and an analysis was performed by YANK using the MBAR 

method [6] to calculate three free energy values which are given a polarization correction. 

Table (1) shows these unaverage calculations and their polarization corrections for the free 

energies calculated with YANK. 

 

 

 

 

 



 3P - LJ OG 3P - LJ OPT 3P - Buck 4P - LJ OG 4P - LJ OPT 4P - Buck 

�[����/	
�] 	− 1 -6.301 -6.732 -7.324 -7.317 -6.640 -7.004 

�[����/	
�] 	− 2 -6.412 -6.68 -7.328 -7.451 -6.548 -7.127 

�[����/	
�] 	− 3 -6.475 -6.698 -7.372 -7.311 -6.605 -7.027 

�[����/	
�] 	− ��� -6.396 -6.703 -7.341 -7.360 -6.598 -7.053 

����[����/	
�]	 1.184 0.584 1.156 0.975 0.440 0.771 

�������[����/	
�] -5.212 -6.120 -6.186 -6.385 -6.158 -6.282 

 

Table (S1): � is the free energy calculated by YANK, � − AVG is the average of these free 
energies, ���� is the polarization correction applied and �������	is the finial free energy 
calculated and used in the main body of this work. 

 

Computational Performance 

To assess the computational impact of using the Buckingham potential on computational 

performance calculations for the speed [��/ �!] of the Buckingham and LJ potentials used 
in three and four site models across several computational platforms were made and 

presented in Table (4). These calculations were made for a 30 �" box of water with CPU 
calculations performed on a quad-core Intel 6

th
 generation chip (i5-6300HQ) and GPU 

calculation performed on a Nvidia Maxwell card (Quadro M1000M). The software used for 

this calculation was CUDA 6.0, OpenCL 1.2 and OpenMM 7.1.1 
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