
Multimedia Appendix 1: BiLSTM-CRF Submodel for NER 
	
Figure	1.	NER	submodel.	For	simplicity,	here	we	use	“Renal	failure”	to	illustrate	the	
architecture.	For	“Renal”,	its	word	feature	is	“Renal”,	its	capital	feature	of	the	initial	
character	is	“R”,	its	POS	feature	is	“JJ”	and	the	character	representation	is	generated	from	
CNN.	

	
	
Our	NER	submodel	is	shown	in	Figure	1.	We	extended	the	state-of-the-art	BiLSTM-CRF	
model	[1,2]	by	enriching	the	features.	Given	a	sentence	𝑥"#$ = {𝑥'"#$, 𝑥)"#$,… , 𝑥+"#$},	we	
extracted	four	kinds	of	features	for	each	token	𝑥""#$ ,	namely	its	word	-	𝑤",	whether	the	
initial	character	is	capital	-	𝑐𝑎𝑝",	its	part-of-speech	(POS)	tag	-	𝑝𝑜𝑠"	and	its	character	
representation	-	𝑐ℎ𝑎𝑟".	Since	it	is	common	to	embed	a	feature	into	a	vector	in	deep	learning	
[1–3],	we	treat	a	feature	and	its	corresponding	embedding	as	interchangeable	concepts	for	
conciseness.	Therefore,	a	token	can	be	represented	as:	
	

𝑥""#$ = [𝑤", 𝑐𝑎𝑝", 𝑝𝑜𝑠", 𝑐ℎ𝑎𝑟"],	 	 (1)		
	
where	[]	denotes	the	concatenation	operation.	Note	that	we	employed	a	convolutional	
neural	network	(CNN)	to	obtain	the	character	representation	𝑐ℎ𝑎𝑟".	Given	a	token	𝑥""#$ 	that	
consists	of	𝑀	characters	{𝑐' , 𝑐) , … , 𝑐8 },	the	m-th	convolution	can	be	denoted	as:	
	

𝑐ℎ𝑎𝑟9: = 𝑊' ∙ [𝑐9=', 𝑐9, 𝑐9>'],	 	 (2)		
	
where	𝑊'	is	the	parameter	matrix	and	“∙”	denotes	the	matrix	multiplication.	Throughout	
this	paper,	the	bias	vector	is	ignored	for	conciseness.	For	the	head	and	rear	characters,	we	
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use	padding	characters	to	meet	the	convolutional	size.	Then	the	max-pooling	is	applied	on	
all	convolutional	outputs	to	get	the	character	representation	𝑐ℎ𝑎𝑟"	of	the	token	𝑥""#$:	
	

𝑐ℎ𝑎𝑟" = 𝑝𝑜𝑜𝑙𝑖𝑛𝑔(𝑐ℎ𝑎𝑟':, 𝑐ℎ𝑎𝑟):, … , 𝑐ℎ𝑎𝑟8: ).	 	 (3)	
		
After	the	token	representations	𝑥""#$ 	is	obtained,	a	LSTM	unit	takes	it	as	input	and	outputs	a	
vector	ℎ""#$ .	If	bi-directional	LSTM	units	are	used,	ℎ""#$ 	can	be	denoted	as	[ℎ""#$FFFFFFFF⃗ , ℎ""#$F⃖FFFFFFF].	Then	
a	score	vector	𝑧""#$ ∈ ℝL

MNO 	is	computed	as:	
	

𝑧""#$ = 𝑊) ∙ ℎ""#$,	 	 (4)		
	
where	𝑊)	is	the	parameter	matrix	and	𝐿"#$ 	is	the	label	size.	Here	we	use	the	BMES	(Begin,	
Middle,	End,	Singular)	label	scheme	[2]	plus	entity	types.	For	example,	the	label	of	the	
token	“Renal”	is	“B_Disease”.	
	
Now	the	input	sentence	𝑥"#$ 	corresponds	to	a	vector	sequence	{𝑧'"#$, 𝑧)"#$,… , 𝑧+"#$}	which	
can	also	be	considered	as	a	matrix	𝑍.	For	a	label	sequence	𝑦"#$ = {𝑦'"#$, 𝑦)"#$,… , 𝑦+"#$},	its	
score	can	be	defined	as:	
	

𝑠(𝑥"#$, 𝑦"#$) = ∑ 𝑍",TMMNO
+
"U' + ∑ 𝑇TMXYMNO ,TMMNO

+
"U' ,	 	 (5)		

	
where	𝑍",TMMNO 	denotes	the	score	of	the	label	𝑦"

"#$ 	of	the	n-th	token,	and	𝑇TMXYMNO ,TMMNO 	indicates	
the	score	of	a	transition	from	the	label	𝑦"='"#$ 	to	the	label	𝑦""#$ .	During	decoding,	the	label	
sequence	with	the	highest	score	is	selected	as	the	prediction	result.	During	training,	the	
loss	function	is	to	minimize	the	negative	log-likelihood	of	each	instance	in	the	training	set	
𝕊"#$ = {(𝑥["#$, 𝑦["#$)}\:	
	

ℒ(𝑠, 𝑦["#$; 𝜃"#$) = −log	( efg	(hijk
MNO,Tk

MNOl)
∑efg	(hijk

MNO,Tmk
MNOl)

),	 (6)		

	
where	(𝑥["#$, 𝑦["#$)	denotes	the	token	and	label	sequences	of	the	i-th	instance	and	𝜃"#$ 	
denotes	the	parameters.	
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