
Multimedia Appendix 2: BiLSTM-Attention Submodel for RE 
	
Figure	1.	RE	submodel.	The	target	entities	are	“renal	failure”	(𝑒")	and	“antibiotics”	(𝑒#).	
Positions	represent	token	distances	to	the	target	entities.	
	

	
	
Our	relation	extraction	submodel	is	shown	in	Figure	1.	A	relation	instance	can	be	
considered	as	a	token	sequence	𝑥%& = {𝑥"%&, 𝑥#%&,… , 𝑥+%&}	and	two	target	entities	𝑒"	and	𝑒#.	
𝑥%&	is	not	necessary	to	be	one	sentence	since	we	can	also	extract	inter-sentence	relations.	
𝑥-%&	is	a	concatenation	of	four	parts	as	shown	below:	
	

𝑥-%& = [𝑤-, 𝑝𝑜𝑠-, 𝑝-&", 𝑝-&#],	 	 (1)		
	
where	𝑝-&"	and	𝑝-&#	denote	the	position	embeddings	[1].	Here	the	character	representation	
is	not	used	since	it	hurts	the	performance	in	our	preliminary	experiments.	
	
Similar	to	NER,	we	also	employ	bi-directional	LSTM	units	to	encode	𝑥-%&	of	each	token	into	a	
vector	ℎ-%& = [ℎ-%&555555⃗ , ℎ-%&5⃖55555].	Then	the	attention	method	[2]	is	used	to	obtain	the	hidden	vector	
ℎ899 	as	below:	
	 	 	

ℎ899 = ∑ 𝛼- ∙ ℎ-%&+
-=" ,	 	 (2)		

	
where	𝛼-	is	the	weight	of	ℎ-%&	,	which	is	computed	as	𝛼- = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊D

E ∙ ℎ-%&).	𝑊D
E	is	the	

transposition	of	the	attention	vector	𝑊D.	
	
Because	only	ℎ899 	may	be	not	enough	to	capture	the	semantic	relation,	we	also	employ	
other	features	that	are	not	shown	in	Figure	1	for	conciseness.	Motivated	by	previous	work	
[3],	these	features	include:	words	of	two	target	entities	-	𝑒𝑤"	and	𝑒𝑤#;	types	of	two	target	
entities	-	𝑒𝑡"	and	𝑒𝑡#;	the	token	number	between	two	target	entities	-	𝑡𝑛;	the	entity	number	
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between	two	target	entities	-	𝑒𝑛.	Note	that	the	inputs	of	the	RE	submodel	are	either	
annotated	entities	(during	training)	or	predicted	entities	(during	inference),	so	all	the	
aforementioned	features	such	as	entity	types	or	entity	numbers	are	available	at	this	time.	
Like	the	word	or	POS	embeddings,	these	features	can	also	be	represented	as	vectors.	
Therefore,	the	output	layer	actually	takes	the	concatenation	of	all	these	features	as	input:	
	

𝑧%& = 𝑊J ∙ Kℎ899, 𝑒𝑤", 𝑒𝑤#, 𝑒𝑡", 𝑒𝑡#, 𝑡𝑛, 𝑒𝑛L,	 	 (3)		
	
where	𝑊J	is	the	parameter	matrix	and	𝑧%& ∈ ℝO

PQ 	is	a	score	vector.	𝐿%&	indicates	the	label	
size	for	relation	extraction.	During	decoding,	the	relation	label	𝑦%&	with	the	highest	score	is	
selected	as	the	prediction	result.	During	training,	the	loss	function	is	to	minimize	the	
negative	log-likelihood	of	each	instance	in	the	training	set	𝕊%& = {(𝑥U%&, 𝑦U%&)}V:	
	

ℒX𝑠, 𝑦U%&; 𝜃%&[ = −log	(
`ab	(cdef

PQ,gf
PQh)

∑`ab	(cdef
PQ,gif

PQh)
),	 	 (4)		

	
where	(𝑥j%&, 𝑦j%&)	denotes	the	token	sequence	and	label	of	the	j-th	instance,	and	𝜃%& 	denotes	
the	parameters.	Here	𝑠X𝑥U%&, 𝑦U%&[	can	also	be	denoted	as	(𝑧%&)gfPQ ,	i.e.,	the	element	of	𝑧

%&	that	
corresponds	to	𝑦U%&.	
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