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1st Editorial Decision 13th June 2018 

Thank you again for submitting your work to Molecular Systems Biology. We have now heard back 
from the three referees who agreed to evaluate your study. As you will see below, the reviewers 
think that the presented resource seems useful. They raise however a series of concerns, which we 
would ask you to address in a major revision.  
 
During our referee cross-commenting process (in which the referees get a chance to anonymously 
comment on each other's reports) all reviewers agreed with the point raised by reviewer #2 that a 
comparison with existing tools will add value to the study. Regarding the comment of reviewer #3 
on re-analyzing all yeast variant calls, reviewers #1 and #2 mentioned that in their opinion this 
would be a major undertaking, requiring a substantial amount of additional work. Reviewer #3 
replied that s/he was concerned about the robustness of the paper in absence of such analyses, but 
suggested the following alternative solution, which we would ask you to consider in your revision: 
"The authors could make some comparison of the SNPs from the published studies to SNPs called 
simultaneously from all strains; they could either do this themselves without rerunning all their data, 
or they could compare to other studies that have done this (as in a recent paper by Sardi et al. PLoS 
Genetics, analyzing analyzed ~65 strains). They should also add a statement that the mapping results 
could be influenced by errors or differences in SNP calling that was done separately for different 
groups of strains."  
 
All other issues raised need to be convincingly addressed. Please let me know in case you would 
like to discuss further any of the comments of the reviewers.  
 
--------------------------------------------------------  
 
REFEREE REPORTS. 
 
Reviewer #1:  
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In this very interesting work, Wagih and colleagues describe a tool for predicting the effect of 
mutations from the perspective of protein structure. Although methods for predicting the severity of 
impact of variants (e.g. Ensembl VEP) are available, mutfunc offers fine-grained information about 
the effect of mutations in a structural context which was not previously easily available. Outside of 
the protein-coding regions, mutfunc offers additional, functionality of reporting whether 
transcription factor binding sites or start/stop codons are affected. The authors validate mutfunc by 
applying it to several datasets and demonstrate that it has predictive power. Overall, we believe this 
an excellent manuscript and will be a useful tool that will be an asset to the scientific community 
and we strongly support publication of this work in MSB.  
 
Major comments:  
 
A major point is the effect of homology modelling on the accuracy of mutfunc. Due to the 
limitations of homology modelling methods, prediction of the effect of mutations on the basis of 
modelled structures is expected to perform less well than in cases where a crystal structure is 
available. As there appears to be no model filtering based on quality scores, this effect will likely be 
particularly strong in the case of poor quality models. Some benchmarking of this will be valuable 
addition to the paper. This could be addressed in a variety of ways but perhaps the simplest would 
be to show predictive power for variants mapping to homology models separately from those 
mapping to crystal structures. It would also be useful to show the distribution of model quality 
(DOPE) scores. A related consideration is whether homology models outperform excluded protein 
structures with resolution >3A. Additionally, it would be helpful if information about homology 
model quality was displayed in the protein viewer so that a user is informed.  
 
A second major point is that we were not able to obtain predictions for some regions of proteins that 
are covered by protein structures. For example, the highest resolution structure for yeast is 4UYR 
(Flo11). This structure covers e.g. residue G30 but we were not able to obtain predictions for this 
site. Similarly, we were unable to obtain predictions for e.g. human Smoothened homolog where 
structures with resolution < 3A exist. I am wondering why these regions are missing. Correcting this 
issue or an explanation will be helpful. A more minor comment related to this is that the error 
message returned by mutfunc given is very generic ("Error: no results for variants entered, please try 
a different set of variants or select a different organism") and is the same regardless of the source of 
the problem. It would be much more helpful to know if the protein ID was not recognised, whether 
the amino acid given as reference doesn't match the database, if the queried position is not covered 
by any structures, etc.  
 
Other minor comments:  
 
More care should be given to the parsing of input. Currently, for start codons it is possible to enter 
the same amino-acid as both reference and alternative ("M1M") without any error message. 
Additionally, mutfunc occasionally appears to get stuck in a state where it will reject any given input 
as incorrect. After refreshing the website, the problem goes away.  
 
It is unfortunate that HGNC gene symbols are not accepted as input. They are commonly used and 
very intuitive identifiers.  
 
"Interactome3D database [23399932]." appears to be an error in referencing.  
 
"Potential target sequences were scored against the PWM using the log-scoring scheme defined in 
(Wasserman & Sandelin, 2004)" has the wrong reference format.  
 
"Within mutfunc, conservation effects hold the highest coverage, (H. sapiens 98.6%, S. cerevisiae 
87.9%, and 96.1% E. coli) followed by stability (H. sapiens 18.9%, S. cerevisiae 16.9%, and 49.2% 
E. coli) and interfaces (H. sapiens 2.20%, S. cerevisiae 2.84%, and 4.45% E. coli). Other 
mechanisms like PTMs and TFBSs have lower coverage." In the case of TFBS and PTMs it's not 
clear what would constitute 100% coverage.  
 
 
Reviewer #2:  
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Summary  
=======  
 
In their present manuscript, the authors describe 'mutfunc', a tool for the prediction of the 
mechanistic effects of genetic variation that bundles a number of pre-existing tools specialising on 
different mechanistic aspects. They evaluate the component tools' abilities as to detect damaging 
mutations; describe the potential mechanisms for a selected set of Variants of Uncertain 
Significance (VUS) and apply their tool to predict associations between protein complexes and 
growth phenotypes in yeast using a complex-wide burden approach to boost sensitivity.  
 
The presented work appears very promising as a resource for variant interpretation, especially the 
reporting of (predicted) affected mechanisms. However the work lacks a thorough comparison 
against other existing tools, which needs to be addressed. A similar problem exists for the burden 
test analysis: While predictions are made as to the associations, a follow-up validation is missing. It 
is difficult to assess the manuscript's significance without these.  
 
 
Major points:  
-------------  
 
1. Many variant effect prediction tools have been published previously. A thorough comparison and 
evaluation against at least the most commonly used of these seems very necessary. How does 
mutfunc's precision/recall tradeoff compare against that of PolyPhen-2, CADD, PROVEAN. In 
particular, how does the method fare in comparison to other federated/ensemble predictors such as 
REVEL (Ioannidis et al., Am J Hum Genet, 2016)?  
 
2. Follow-up validation is described for gene-level burden associations. A follow-up validation for 
the complex-burden association test is needed. For example, for the predicted associated complexes 
in yeast, mutagenesis/deletion of other complex members could be performed to examine if such 
mutations recapitulate the predicted phentoypes, or at least some post-hoc computational validation 
should be described.  
 
3. In the VUS classification analysis, the authors apply additional filter criteria to the output of 
mutfunc. If these filtering steps are necessary to find meaningful results, does that not speak against 
the utility of the raw mutfunc output for variant classification?  
 
4. While mutfunc uses predictors for many types of mechanisms via which mutations can affect 
fitness, not all of them are captured. For example, effects on splicing, codon usage, expression 
levels, localization, immunopresentation, small molecule binding can all affect the downstream 
organismal phenotype. The authors may need to discuss in how far this affects the tool's reliability.  
 
5. Conversely, many mechanistic effects are already implicitly reflected in conservation. It would be 
interesting to evaluate in how far each of the other mechanisms improve the tool's classification 
performance compared to conservation alone?  
 
6. On page 3, in the first paragraph of the results section (and figure 1d/f) the authors argue that 
sequence features that occur in clusters are more impactful. Could this not also be explained by the 
the fact that with an increasing size of a given set of variants, the probability that at least one of 
them is impactful also increases? As a control, one might calculate the null distribution of random 
sets of variants of the same size as the given cluster.  
 
7. On page 6: "For this protein two rare VUSs (R42H, V148E) identified in Parkinson's disease 
patients are similarly predicted to destabilise the protein (ΔΔG > 4.7, Figure 3d) and are therefore 
likely to be pathogenic." "Likely pathogenic" is freighted with meaning for clinicians, and is the sort 
of determination that should be made with care or at least with all applicable caveats. What is the 
accuracy of ΔΔG predictions in general and of these predictions in particular? How well does 
predicted ΔΔG separate pathogenic from benign (or from randomly-chosen rare variants, given 
annotated-benign variants are highly biased towards common variants which may differ 
systematically from benign rare variants) .  
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8. On page 13: "Variants with a MAF > 20% were considered unlikely to be deleterious given their 
high frequency in the population and were discarded prior to the burden score analysis." This is 
good, but analysis of ExAc has suggested that the proper MAF threshold for this is much lower, 
maybe MAF > 0.5%.  
 
 
Minor points:  
-------------  
 
1. On page 1: "However, GWASs are typically limited in their ability to explain the underlying 
mechanism that is influenced by the variant in question." We suggest: "However, GWASs are 
typically limited in their ability to identify the causal variant at the associated locus, and further 
limited by the ability to explain the underlying mechanism that may be influenced by candidate 
causal variants."  
 
2. On page 3: "ubiquitin -> ubiquitylation"  
 
3. On page 7: It is confusing to say that all p-values were corrected for FDR but then give a P-value 
and FDR that don't match. Would be clearer to indicate P-values that are nominal after that 
statement, or better yet say that the FDR value corresponding to each P-value was calculated.  
 
4. On page 7: Positive and negative association should be defined in the context of burden tests. 
Positive means trait and burden are positively correlated?  
 
5. There are a fair number of grammatical errors throughout the manuscript, which may need to be 
proof-read more carefully.  
 
6. Figure 4b may benefit from application of branch-order optimization (e.g. dendsort).  
 
7. Figure 5, panels (d) and (e) do not have a caption text.  
 
8. Figure 5 (e) is missing a color legend.  
 
9. Figure S1a is missing an x-axis label. Also the y-axis apparently shows the log(p-value) although 
the text mentions FDR-correction, so a q-value may be more appropriate.  
 
 
Reviewer #3:  
 
In this study, Wagih et al. compile a database of previously published human and yeast variants 
from natural populations along with predictions of functional impacts made by a variety of available 
algorithms and methods. I like the approach and the goal, although I'm not sure that Mol Sys Bio is 
the right home for publishing the database.  
 
Nonetheless, I had a few concerns with the datasets that gave me pause. There were several results 
that were odd to me that seem in conflict with past yeast studies - it wasn't until I got to the Methods 
that I realized that the variants for different batches of strains (published by different labs) were not 
reanalyzed but taken from different studies that used different approaches. I suspect that this could 
significantly contribute to some of those discordant results outlined below; regardless, the variants 
need to be called by the same methods for this database to be useful. The human variants were 
called by the same consortium, so I presume they were called with a standardized pipeline and 
consistent parameters (but if this is not the case, it is a red flag). In my opinion, the variant calling 
needs to be redone, at least for the yeast strains, using a single pipeline. I realize that is a lot of work 
for the authors, but I think it's important for the database to be useful.  
 
I will leave it to the editors to decide the fit, but below are specific comments that would improve 
the manuscript.  
 
1. I found the references lacking in several key places.  
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- Second paragraph on page 3 describes that there are fewer substitutions within TF PWM positions 
of high information content as if this is a new result, but there have been seminal papers studying the 
relationship between substitution rate and information content. Those need to be cited here.  
 
- Page 6, second paragraph, "For instance, the ubiquitin ligase PARK2, implicated in Parkinson's 
disease, contains pathogenic variants predicted to impact on its stability." What is the reference 
here? The authors argue that two other variants in this region are also predicted to be deleterious and 
thus due to proximity to the pathogenic variant they are also likely to disrupt stability, but the 
pathogenic site they're comparing to is only predicted to impact stability. Aren't these all just 
predictions?  
 
- Paragraph spanning pages 6-7 cites several relationships between stressors but no references - are 
these known relationships or just logical to the authors?  
 
- Second to last Results paragraph gives examples of different complexes linked to different stresses, 
but there is not a reference to be found in this paragraph - are these validated connections or just 
logical to the authors?  
 
2. Perhaps I missed it in the Methods, but how was the ROC curve done in Fig 2? It would be useful 
to know what the TP and FP sets were. I could not understand Fig 2e from the legend given, more 
detail should be given (including n and not just %) so the reader can interpret the figure.  
 
3. I was initially unclear at the top of Page 6, "Of the VUSs predicted .. we retained those in which 
1) the protein also harbors known pathogenic variant ... and 2) both the pathogenic variant and 
VUSs are identified ..." I initially thought they were looking at alleles with multiple polymorphisms, 
but I think they are aggregating alleles for a single protein score for the mapping. A clearer 
presentation here would be useful.  
 
4. Another section that was unclear, "We performed protein complex level associations focusing on 
263 complexes with at least two high burden genes across strains." I presume they are not looking at 
complexes in which at least two members are predicted defective in the same strain, but rather that 
they are collapsing information across a group of genes and predicting that the complex is defective 
in one way or another in individual strains? This section should be clarified.  
 
5. After compiling the database and doing some computational validations, the authors then measure 
fitness of 166 strains grown in 43 different conditions and then attempt to map the phenotypic 
variation to genetic variation. But several features of their data disagree with other published 
studies.  
 
First, "As expected, genetic similarity alone is a poor predictor of phenotypic response similarity 
(Figure 4c)." But this is in contrast to population genetic models and observed data in yeast (e.g. 
Warringer et al. papers, Kvitek et al., and other yeast phenotyping studies). Strains that are 
genetically similar are generally more phenotypically similar, so this statement is incorrect. The plot 
in Fig 4c is also surprising - I could not find anywhere a description of what distance was used for 
the genetic and phenotypic distances, this needs to be clearly stated.  
 
Second, I was surprised that the strains from the same populations did not cluster together in Fig 4 
based on phenotypic similarity, since this is observed in other high-throughput yeast phenotyping 
studies. I could not find what the similarity metric was used in the clustering, but one of the tightest 
cluster is a group of yellow "unknown" strains which is odd.  
 
It is possible that the discordant results compared to other studies emerge because variants were 
called differently by different studies - thus the genetic distances are not properly captured, because 
the variants have some association with the study that called them. Otherwise, I don't see why the 
authors are getting different trends then population genetics predicts and other data shows.  
 
6. Fig 5d and 5e have no legend so I could not interpret. I felt that the text on this section was also 
not convincing, perhaps because I couldn't interpret the figure but also because of the lack of 
references for what the authors present as their ground truth.  
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7. Was the E. coli data used for anything in this manuscript? Apologies if I missed it, but I didn't see 
E. coli mentioned in any of the figures or the results. Perhaps the data are in the database but not 
analyzed here? 
 
  



crickerb
Typewritten Text
1st Revision - authors' response								29th August 2018

































Molecular Systems Biology   Peer Review Process File  
 

 

 
© European Molecular Biology Organization 8 

2nd Editorial Decision 23rd October 2018 

Thank you for sending us your revised manuscript. We have now heard back from the two reviewers 
who were asked to evaluate your manuscript. As you will see below, reviewer #1 is satisfied with 
the performed revisions and is supportive of publication. However, reviewer #2 thinks that mutfunc 
needs to be directly compared with variant effect predictor tools, since many of its applications are 
related to examining variant effects. During our pre-decision cross-commenting process (in which 
the reviewers are given the chance to make additional comments, including on each other's reports), 
reviewer #1 came back to us with the following comments: "I am on the fence with what referee #2 
is requesting. I think the referee has a point that explicit comparison will be useful (or required as 
this referee feels). The authors' response that this is not a new variant effect predictor is also 
understandable. The potential problem is that readers, depending on their background or awareness, 
might think that mutfunc is a variant effect predictor and might use it in that capacity incorrectly 
rather than use it for interpreting mechanistic effects. One possibility would be to make explicit 
comparisons as originally mentioned by the referees but there are too many methods to compare 
against and it may not be fair to the authors. The alternative is to explicitly mention that this is not a 
variant effect predictor but a tool for interpreting mechanistic effects and make this point very clear 
at multiple places in the manuscript and on the accompanying websites."  
 
We would not be opposed to the inclusion of direct comparisons with variant effect predictor tools, 
in case you feel inclined to perform them. However, we think that such analyses are not mandatory 
for the acceptance of the study for publication. We would only ask you to perform text changes 
along the lines of the suggestions by reviewer #1, in order to make it clear to the reader that mutfunc 
is not a new variant effect predictor. We would also recommend slightly editing the title of the study 
to reflect the resource value of the study.  
 
----------------------------------------------------------------------------  
 
REFEREE REPORTS. 
 
Reviewer #1:  
 
We are very pleased to see that the authors implemented or addressed the changes were suggested. 
The difference in performance between high and low quality homology models is even more 
striking than we would have predicted. Because of this, it is clearly necessary to exclude low quality 
homology models and we believe the rDOPE score threshold chosen by the authors for excluding 
them is correct and improves the usefulness of mutfunc. As regards changes to input handling and 
error messages, we are satisfied with the authors' response and the improvements they have made.  
 
In short, this is an important contribution and we would be happy for the manuscript to be published 
in present form.  
 
 
Reviewer #2:  
 
The authors address most of the points made in the initial review. However, a major point agreed 
upon by all three reviewers was that the authors should compare mutfunc's performance to other 
existing tools. The authors responded to this with the argument that mutfunc should not be 
compared with predictors like Polyphen-2, PROVEAN or REVEL because it "is not a new variant 
effect predictor" but rather a collection of pre-calculated mechanistic effects. Yet all of the 
applications for mutfunc that the authors showcase in the manuscript (VUS reclassification, and 
burden testing at gene and complex level) fall in the domain of variant effect prediction and could be 
performed with other tools. Thus we would argue that it would be of importance to any reader 
whether using mutfunc for the applications demonstrated in the manuscript is indeed their best 
possible option, or if mutfunc would be better used as a secondary tool to explore possible 
mechanistic explanations for variant effects that are predicted by other tools with potentially greater 
sensitivity or precision.  
 
For example, in their application for VUS re-classification prioritization, the authors use a 
qualitative filtering approach to identify VUS which likely disrupt a mechanism that has been shown 
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to be disease causative for other variants in the same gene. This prioritization approach is indeed 
likely to enrich for variants that are also disease-causative and does indeed produce tempting 
mechanistic anecdotes, but the question remains if this enrichment is superior to simply prioritizing 
VUS with high Polyphen-2 or PROVEAN scores. To answer this question, a cross-validation using 
known variant classifications from Clinvar could be performed both for the authors' filtering 
approach and for Polyphen-2 cutoffs.  
 
Similarly, the burden tests with respect to yeast growth phenotypes can and should be compared to 
using existing tools. The authors distill a single metric, the P_AF score, from the mutfunc 
predictions and use that metric to inform the burden on a gene or complex. If a burden were instead 
determined using e.g. Polyphen-2 scores, would this lead to a worse agreement with the knock-out 
phenotypes? 
 
2nd Revision - authors' response 19th November 2018 

Please find enclosed the revised manuscript with the new tittle "A resource of variant effect 
predictions of single nucleotide variants in model organisms" . We made some changes to 
the text of the manuscript and website to emphasize the resource aspect of the work and 
have also attempted to address the editorial requests. Please find below a point-by-point 
response with our response is dark blue. 
 
Thank you for sending us your revised manuscript. We have now heard back from the two 
reviewers who were asked to evaluate your manuscript. As you will see below, reviewer #1 
is satisfied with the performed revisions and is supportive of publication . However, reviewer 
#2 thinks that mutfunc needs to be directly compared with variant effect predictor tools , since 
many of its applications are related to examining variant effects . During our pre-decision 
cross-commenting process (in which the reviewers are given the chance to make additional 
comments , including on each other's reports) , reviewer #1 came back to us with the 
following comments : "I am on the fence with what referee #2 is requesting . I think the referee 
has a point that explicit comparison will be useful (or required as this referee feels) . The 
authors' response that this is not a new variant effect predictor is also understandable. The 
potential problem is that readers, depending on their background or awareness, might think 
that mutfunc is a variant effect predictor and might use it in that capacity incorrectly rather 
than use it for interpreting mechanistic effects . One possibility would be to make explicit 
comparisons as originally mentioned by the referees but there are too many methods to 
compare against and it may not be fair to the authors . The alternative is to explicitly mention 
that this is not a variant effect predictor but a tool for interpreting mechanistic effects and 
make this point very clear at multiple places in the manuscript and on the accompanying 
websites." 
 
We would not be opposed to the inclusion of direct comparisons with variant effect predictor 
tools, in case you feel inclined to perform them. However, we think that such analyses are 
not mandatory for the acceptance of the study for publication . We would only ask you to 
perform text changes along the lines of the suggestions by reviewer #1, in order to make it 
clear to the reader that mutfunc is not a new variant effect predictor. We would also 
recommend slightly editing the title of the study to reflect the resource value of the study. 
 
We thank both reviewers for their constructive criticism. We have amended the manuscript 
and the mutfunc website to further emphasize the fact that mutfunc is not a predictor per se. 
As an example, the landing page of mutfunc is now reading "Precomputed mechanistic 
consequences of mutations", and we have added to the initial description the following 
sentence : "We have precomputed data for all possible mutations, using existing algorithms 
to allow a quick and efficient lookup". Further changes have also been made in the "help" 
page, adding the follow ing text in the introduction : "The annotations/pred ictions are based on 
the computation on the impact of all possible variants using existing algorithms that cover 
different mechanisms listed below". As requested we have also changed the tittle to 
emphasize the resource nature of the work. Overall , we hope that these changes sufficiently 
stress the resource nature of mutfunc . 
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validation	  profile.	  e.g.,	  Antibodypedia	  (see	  link	  list	  at	  top	  right),	  1DegreeBio	  (see	  link	  list	  at	  top	  right).

7.	  Identify	  the	  source	  of	  cell	  lines	  and	  report	  if	  they	  were	  recently	  authenticated	  (e.g.,	  by	  STR	  profiling)	  and	  
tested	  for	  mycoplasma	  contamination.

*	  for	  all	  hyperlinks,	  please	  see	  the	  table	  at	  the	  top	  right	  of	  the	  document

C-‐	  Reagents

N/A

N/A

N/A

Yes

A	  standard	  normality	  test	  was	  applied	  when	  appropriate

Yes

Yes

N/A

No	  samples	  were	  excluded	  from	  the	  analysis

N/A

N/A

No

Please	  ensure	  that	  the	  answers	  to	  the	  following	  questions	  are	  reported	  in	  the	  manuscript	  itself.	  We	  encourage	  you	  
to	  include	  a	  specific	  subsection	  in	  the	  methods	  section	  for	  statistics,	  reagents,	  animal	  models	  and	  human	  subjects.	  	  

In	  the	  pink	  boxes	  below,	  provide	  the	  page	  number(s)	  of	  the	  manuscript	  draft	  or	  figure	  legend(s)	  where	  
the	  information	  can	  be	  located.	  Every	  question	  should	  be	  answered.	  If	  the	  question	  is	  not	  relevant	  to	  
your	  research,	  please	  write	  NA	  (non	  applicable).

B-‐	  Statistics	  and	  general	  methods Please	  fill	  out	  these	  boxes	  ê

Sample	  size	  was	  chosen	  based	  on	  the	  availability	  of	  yeast	  strains	  and	  matching	  
genotypes

the	  exact	  sample	  size	  (n)	  for	  each	  experimental	  group/condition,	  given	  as	  a	  number,	  not	  a	  range;
a	  description	  of	  the	  sample	  collection	  allowing	  the	  reader	  to	  understand	  whether	  the	  samples	  represent	  
technical	  or	  biological	  replicates	  (including	  how	  many	  animals,	  litters,	  cultures,	  etc.).
a	  statement	  of	  how	  many	  times	  the	  experiment	  shown	  was	  independently	  replicated	  in	  the	  laboratory.
definitions	  of	  statistical	  methods	  and	  measures:

Any	  descriptions	  too	  long	  for	  the	  figure	  legend	  should	  be	  included	  in	  the	  methods	  section	  and/or	  with	  the	  source	  data.

Each	  figure	  caption	  should	  contain	  the	  following	  information,	  for	  each	  panel	  where	  they	  are	  
relevant:

a	  specification	  of	  the	  experimental	  system	  investigated	  (eg	  cell	  line,	  species	  name).
the	  assay(s)	  and	  method(s)	  used	  to	  carry	  out	  the	  reported	  observations	  and	  measurements	  
an	  explicit	  mention	  of	  the	  biological	  and	  chemical	  entity(ies)	  that	  are	  being	  measured.
an	  explicit	  mention	  of	  the	  biological	  and	  chemical	  entity(ies)	  that	  are	  altered/varied/perturbed	  in	  a	  
controlled	  manner.

figure	  panels	  include	  only	  data	  points,	  measurements	  or	  observations	  that	  can	  be	  compared	  to	  each	  other	  in	  
a	  scientifically	  meaningful	  way.
graphs	  include	  clearly	  labeled	  error	  bars	  only	  for	  independent	  experiments	  and	  sample	  sizes	  where	  the	  
application	  of	  statistical	  tests	  is	  warranted	  	  (error	  bars	  should	  not	  be	  shown	  for	  technical	  replicates)	  
when	  n	  is	  small	  (n	  <	  5),	  the	  individual	  data	  points	  from	  each	  experiment	  should	  be	  plotted	  alongside	  an	  error	  
bar.
Source	  Data	  should	  be	  included	  to	  report	  the	  data	  underlying	  graphs.	  Please	  follow	  the	  guidelines	  set	  out	  in	  
the	  author	  ship	  guidelines	  on	  Data	  Presentation	  (see	  link	  list	  at	  top	  right).

2.	  Captions

This	  checklist	  is	  used	  to	  ensure	  good	  reporting	  standards	  and	  to	  improve	  the	  reproducibility	  of	  published	  results.	  These	  
guidelines	  are	  consistent	  with	  the	  Principles	  and	  Guidelines	  for	  Reporting	  Preclinical	  Research	  issued	  by	  the	  NIH	  in	  
2014.	  Please	  follow	  the	  journal’s	  authorship	  guidelines	  in	  preparing	  your	  manuscript	  (see	  link	  list	  at	  top	  right).	  	  

A-‐	  Figures	  
1.	  Data
The	  data	  shown	  in	  figures	  should	  satisfy	  the	  following	  conditions:

the	  data	  were	  obtained	  and	  processed	  according	  to	  the	  field’s	  best	  practice	  and	  are	  presented	  to	  reflect	  the	  
results	  of	  the	  experiments	  in	  an	  accurate	  and	  unbiased	  manner.
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8.	  Report	  species,	  strain,	  gender,	  age	  of	  animals	  and	  genetic	  modification	  status	  where	  applicable.	  Please	  
detail	  housing	  and	  husbandry	  conditions	  and	  the	  source	  of	  animals.

9.	  For	  experiments	  involving	  live	  vertebrates,	  include	  a	  statement	  of	  compliance	  with	  ethical	  regulations	  
and	  identify	  the	  committee(s)	  approving	  the	  experiments.

10.	  We	  recommend	  consulting	  the	  ARRIVE	  guidelines	  (see	  link	  list	  at	  top	  right)	  (PLoS	  Biol.	  8(6),	  e1000412,	  
2010)	  to	  ensure	  that	  other	  relevant	  aspects	  of	  animal	  studies	  are	  adequately	  reported.	  See	  author	  
guidelines,	  under	  ‘Reporting	  Guidelines’	  (see	  link	  list	  at	  top	  right).	  See	  also:	  NIH	  (see	  link	  list	  at	  top	  right)	  
and	  MRC	  (see	  link	  list	  at	  top	  right)	  recommendations.	  	  Please	  confirm	  compliance.

11.	  Identify	  the	  committee(s)	  approving	  the	  study	  protocol.

12.	  Include	  a	  statement	  confirming	  that	  informed	  consent	  was	  obtained	  from	  all	  subjects	  and	  that	  the	  
experiments	  conformed	  to	  the	  principles	  set	  out	  in	  the	  WMA	  Declaration	  of	  Helsinki	  and	  the	  Department	  
of	  Health	  and	  Human	  Services	  Belmont	  Report.

13.	  For	  publication	  of	  patient	  photos,	  include	  a	  statement	  confirming	  that	  consent	  to	  publish	  was	  
obtained.

14.	  Report	  any	  restrictions	  on	  the	  availability	  (and/or	  on	  the	  use)	  of	  human	  data	  or	  samples.

15.	  Report	  the	  clinical	  trial	  registration	  number	  (at	  ClinicalTrials.gov	  or	  equivalent),	  where	  applicable.

16.	  For	  phase	  II	  and	  III	  randomized	  controlled	  trials,	  please	  refer	  to	  the	  CONSORT	  flow	  diagram	  (see	  link	  list	  
at	  top	  right)	  and	  submit	  the	  CONSORT	  checklist	  (see	  link	  list	  at	  top	  right)	  with	  your	  submission.	  See	  author	  
guidelines,	  under	  ‘Reporting	  Guidelines’	  (see	  link	  list	  at	  top	  right).

17.	  For	  tumor	  marker	  prognostic	  studies,	  we	  recommend	  that	  you	  follow	  the	  REMARK	  reporting	  guidelines	  
(see	  link	  list	  at	  top	  right).	  See	  author	  guidelines,	  under	  ‘Reporting	  Guidelines’	  (see	  link	  list	  at	  top	  right).

18.	  Provide	  accession	  codes	  for	  deposited	  data.	  See	  author	  guidelines,	  under	  ‘Data	  Deposition’	  (see	  link	  list	  
at	  top	  right).

Data	  deposition	  in	  a	  public	  repository	  is	  mandatory	  for:
a.	  Protein,	  DNA	  and	  RNA	  sequences
b.	  Macromolecular	  structures
c.	  Crystallographic	  data	  for	  small	  molecules
d.	  Functional	  genomics	  data	  
e.	  Proteomics	  and	  molecular	  interactions

19.	  Deposition	  is	  strongly	  recommended	  for	  any	  datasets	  that	  are	  central	  and	  integral	  to	  the	  study;	  please	  
consider	  the	  journal’s	  data	  policy.	  If	  no	  structured	  public	  repository	  exists	  for	  a	  given	  data	  type,	  we	  
encourage	  the	  provision	  of	  datasets	  in	  the	  manuscript	  as	  a	  Supplementary	  Document	  (see	  author	  
guidelines	  under	  ‘Expanded	  View’	  or	  in	  unstructured	  repositories	  such	  as	  Dryad	  (see	  link	  list	  at	  top	  right)	  
or	  Figshare	  (see	  link	  list	  at	  top	  right).

20.	  Access	  to	  human	  clinical	  and	  genomic	  datasets	  should	  be	  provided	  with	  as	  few	  restrictions	  as	  possible	  
while	  respecting	  ethical	  obligations	  to	  the	  patients	  and	  relevant	  medical	  and	  legal	  issues.	  If	  practically	  
possible	  and	  compatible	  with	  the	  individual	  consent	  agreement	  used	  in	  the	  study,	  such	  data	  should	  be	  
deposited	  in	  one	  of	  the	  major	  public	  access-‐controlled	  repositories	  such	  as	  dbGAP	  (see	  link	  list	  at	  top	  right)	  
or	  EGA	  (see	  link	  list	  at	  top	  right).

21.	  As	  far	  as	  possible,	  primary	  and	  referenced	  data	  should	  be	  formally	  cited	  in	  a	  Data	  Availability	  section:

Examples:
Primary	  Data
Wetmore	  KM,	  Deutschbauer	  AM,	  Price	  MN,	  Arkin	  AP	  (2012).	  Comparison	  of	  gene	  expression	  and	  mutant	  
fitness	  in	  Shewanella	  oneidensis	  MR-‐1.	  Gene	  Expression	  Omnibus	  GSE39462
Referenced	  Data
Huang	  J,	  Brown	  AF,	  Lei	  M	  (2012).	  Crystal	  structure	  of	  the	  TRBD	  domain	  of	  TERT	  and	  the	  CR4/5	  of	  TR.	  
Protein	  Data	  Bank	  4O26
AP-‐MS	  analysis	  of	  human	  histone	  deacetylase	  interactions	  in	  CEM-‐T	  cells	  (2013).	  PRIDE	  PXD000208

22.	  Computational	  models	  that	  are	  central	  and	  integral	  to	  a	  study	  should	  be	  shared	  without	  restrictions	  
and	  provided	  in	  a	  machine-‐readable	  form.	  	  The	  relevant	  accession	  numbers	  or	  links	  should	  be	  provided.	  
When	  possible,	  standardized	  format	  (SBML,	  CellML)	  should	  be	  used	  instead	  of	  scripts	  (e.g.	  MATLAB).	  
Authors	  are	  strongly	  encouraged	  to	  follow	  the	  MIRIAM	  guidelines	  (see	  link	  list	  at	  top	  right)	  and	  deposit	  
their	  model	  in	  a	  public	  database	  such	  as	  Biomodels	  (see	  link	  list	  at	  top	  right)	  or	  JWS	  Online	  (see	  link	  list	  at	  
top	  right).	  If	  computer	  source	  code	  is	  provided	  with	  the	  paper,	  it	  should	  be	  deposited	  in	  a	  public	  repository	  
or	  included	  in	  supplementary	  information.

23.	  Could	  your	  study	  fall	  under	  dual	  use	  research	  restrictions?	  Please	  check	  biosecurity	  documents	  (see	  
link	  list	  at	  top	  right)	  and	  list	  of	  select	  agents	  and	  toxins	  (APHIS/CDC)	  (see	  link	  list	  at	  top	  right).	  According	  to	  
our	  biosecurity	  guidelines,	  provide	  a	  statement	  only	  if	  it	  could.

N/A

G-‐	  Dual	  use	  research	  of	  concern

N/A

F-‐	  Data	  Accessibility

N/A

We	  have	  included	  a	  statement	  in	  the	  “Data	  availability”	  section	  to	  indicate	  how	  
to	  access	  the	  predictions	  we	  describe	  in	  the	  manuscript,	  as	  well	  as	  the	  yeast	  
grwoth	  data	  as	  an	  EV	  dataset

N/A

We	  have	  included	  a	  statement	  in	  the	  “Data	  availability”	  section	  to	  indicate	  how	  
to	  access	  the	  predictions	  we	  describe	  in	  the	  manuscript,	  as	  well	  as	  the	  yeast	  
grwoth	  data	  as	  an	  EV	  dataset

N/A

N/A

N/A

N/A

N/A

N/A

N/A

E-‐	  Human	  Subjects

N/A

N/A

D-‐	  Animal	  Models

N/A




