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SI Methods: 

Sample preparation for fm-DNA-PAINT and fm-STORM: 
BSC1 cells were cultured at 37ºC with 5% CO2. Cell culture consisted of complete growth medium 
(Minimum Essential Medium Eagle with Earle’s salts and nonessential amino acids plus 10% (v/v) 
FBS, 2 mM L-glumine, and 1 mM sodium pyruvate). For the imaging experiments, cells were 
plated on 8-well Lab-Tek 1 coverglass chamber (Nunc) at a seeding density of 20000–50000 cells 
per well. After 24 hours of incubation, cells were fixed with fixation buffer consisting of 3% 
paraformaldehyde and 0.1% of glutaraldehyde in PBS at 37ºC during 10 minutes. The background 
fluorescence of glutaraldehyde was quenched by 0.1% of NaBH4 solution in PBS during 7 minutes 
at room temperature. After fixation, blocking buffer solution was applied (3% (w/v) BSA, 0.2% 
TritonX-100 (Fisher Scientific) (v/v) in PBS) for 60 minutes. 

For immunofluorescence, cells were labeled with the appropriate primary and secondary 
antibodies. For fm-DNA-PAINT, rabbit-anti-alpha-tubulin primary antibody (ab18251 
Polyclonal, AbCam)  at  a  dilution  of  1:150  and  mouse-anti-TOM20  primary  antibody  
(WH0009804M1 Monoclonal, Sigma Aldrich) at a dilution of 1:150 in blocking buffer were used 
to label microtubules and mitochondria, respectively. For secondary antibodies, oligo-
functionalized goat- anti-mouse (1:100 dilution in blocking buffer) and goat-anti-rabbit (1:100 
dilution in blocking buffer) secondary antibodies included in the Ultivue-2 kit (Ultivue, Inc) were 
used.  For fm- STORM, rabbit-anti-TOM20 (sc-11415, Santa Cruz Biotechnologies) and rat-anti-
alpha-tubulin (MAB1864-I, Clone YL1/2, Merck), primary antibodies were used at a dilution of 
1:150 and 1:150 in blocking buffer to label mitochondria and microtubules, respectively. Donkey-
anti-rabbit conjugated with Cy3b/AF405 and donkey-anti-rat conjugated with AF647/AF405 
were used as secondary antibodies. The secondary antibodies were custom labeled with the 
fluorophore pairs as previously described (1). The training dataset for the cross-talk correction 
algorithm implemented for fm-STORM was prepared and imaged in the exact same way with the 
exception that only one primary and appropriate secondary antibody was used to label a single 
structure. fm-DNA-PAINT was performed in an imaging buffer with high ionic phosphate 
strength provided in Ultivue-2 kit. fm-STORM was performed in an imaging buffer containing 

GLOX solution as oxygen scavenging system (40 mg/mL-1 Catalase [Sigma], 0.5 mg/ml-1

glucose oxidase, 10% Glucose in PBS) and MEA 10 mM (Cysteamine MEA [SigmaAldrich, 
#30070-50G] in 360mM Tris-HCl). 

Optical setup: 
Imaging was performed on a custom-built inverted Nikon Eclipse Ti microscope (Nikon 
Instruments). The excitation module is equipped with four excitation laser lines: 405 nm (100 mW, 
OBIS Coherent, CA), 488 nm (200 mW, Coherent Sapphire, CA), 561 nm (500 mW MPB 
Communications, Canada) and 647 nm (500 mW MPB Communications, Canada). The laser 
beams intensities were sinewave modulated through AOMs (AA Opto Electronics MT80 
A1,5Vis) at different frequencies ranging from 50 Hz to 10 Hz, depending on the modality and 
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on the imaging conditions. The different wavelengths were combined and coupled into the 
microscope objective through dichroic mirrors. The same objective (Nikon, CFI Apo TIRF 100x, 
NA 1.49, Oil) was used for illumination and for collecting the fluorescence signal. The focus was 
locked through the Perfect Focus System (PFS, Nikon). Fluorescence emitted signal then passed 
through a notch filter “Quad Band” (ZT405/488/561/647rpc-UF2, Chroma Technology) that 
blocks just the excitation laser lines. Imaging was performed on an EM-CCD camera (Andor 
iXon X3 DU-897, Andor Technologies). The pixel size after the 100X magnification was 160 nm. 

We note that chromatic aberrations affect all super-resolution multicolor approaches that use 
spectrally different reporter dyes, including the frequency multiplexed imaging implementation 
reported here. Chromatic aberrations lead to a shift in the center position of the localizations 
between different channels that is on the range of tens of nanometers (~ 10-40 nm), depending on 
the wavelengths and the imaging conditions (2). Fiducial markers like beads can be used to correct 
for this offset, and typically yield alignment precisions below or comparable to the localization 
precision (2).  

fm-DNA-PAINT imaging conditions: 
Imaging for fm-DNA-PAINT modality was performed using highly inclined (HiLo) illumination 
(3) with an excitation intensity of ~300W/cm2 for the 561nm and 647nm laser lines. Camera 
frame rate of 60 Hz was used for the experiments with a field of view of 128x128 pixels (20 μm 
x 20 μm). The 647 nm and 561 nm lasers were modulated with sinusoidal waves at 30 Hz and 20 
Hz, respectively. For 3D imaging, a cylindrical lens was used to encode the z position of the 
molecules into the PSF shape (4).

fm-STORM imaging conditions:  
Imaging for fm-STORM modality was performed using HiLo illumination (3) with an excitation 
intensity of ~1.8kW/cm2 for the 561nm and the 647nm laser lines, and ~1kW/cm2 for the 488nm 
laser line. The 405nm laser line was used in continuous illumination mode for the reactivation of 
the fluorophore  pairs. The  405nm  laser  intensity  follows  a  ramp  (ranging  from  ~10W/cm2 

to ~25W/cm2), in order to maintain a relatively constant density of fluorophores per frame. 
Camera frame rate of 90 Hz was used for the experiments with a field of view of 128x128 pixels 

(20 μm x 20 μm). 647 nm and 561 nm lasers were modulated with a sinewave at 45 Hz and 22.5 
Hz. For the 3-color data sets, the 647nm, 561nm and 488nm lasers were modulated at 45 Hz, 30 
Hz and 15Hz, respectively. 

fm-DNA-PAINT data analysis: 
Demodulation of the raw data was carried out using a custom written Python code (deposited on 
GitHub: https://github.com/PabloAu/Excitation-multiplexed-multicolor-super-resolution-
imaging-with-fm-DNA-PAINT-and-fm-STORM). For the demodulation, packages of 6 frames 
(frame window size, m)  were  used  in  order  to  maintain  the long effective exposure  time 
required for DNA-Paint (we chose 100 ms). The intensity evolution of each pixel  from
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these 6 frames was transformed to the frequency domain using a one-dimensional Discrete 
Fourier Transform for real input: 

𝑋௞ ൌ  ෍ 𝑥௡ ൉ 𝑒
െ𝑖2𝜋𝑘 ൉ 𝑛

𝑚
௠ିଵ

𝑛 ൌ 0
;   𝑘 ൌ  0, … , 𝑚 െ 1 

where, X0,…,Xm-1 are the Fourier Transformed output values in the discrete frequency domain, 
x0,…,xm-1 are the real discrete input values from time domain, and m is the total number of real 
input values (equal to the frame window size). 

The Discrete Fourier Transform presents symmetry. X0 and Xm/2 are real values. The rest of the 
output values from the DFT are specified by (m/2)-1 complex numbers, because the remaining 
output values are the conjugated ones. Therefore, a 6 frame window size (m = 6), will provide 3 
frequency bins and thus 3 available channels (see Fig. 2a of the main text). The X0 corresponds 
to DC component and contains no valuable information, while the AC components encode the 
amplitudes at which the fluorophore absorbs each excitation laser, and hence reveal the spectral 
characteristics of that localization. 

For this calculation, we used the efficient Fast Fourier Transform algorithm (FFT). The absolute 
values of the amplitudes in the frequency domain were used to assign a pixel value to its channel 
on the demodulated data, corresponding to each frequency bin in use. With a frame window of 6 
frames and a camera frame rate of F=60Hz, we had 30Hz, 20Hz and 10Hz frequency bins 
available. We obtained the demodulated data for two channels, corresponding to 30 Hz (for 647 
nm channel) and 20 Hz (for 561 nm channel). Insight3 (a kind gift of Bo Huang, UCSF) was used 
to localize the fluorescent molecules in each channel of the demodulated frames by performing a 
simple Gaussian fitting (2D) or elliptical Gaussian fitting (3D) as previously described (4).  

Given that the percentage of correct fluorophore assignment was always higher than 96% for fm-
DNA-PAINT, a crosstalk correction step was not required. Nevertheless, a simple additional step 
can be used to further reduce the crosstalk (SI Appendix, Fig. S2). In this step, localizations in 
both color channels were identified if they appeared in the same frame within a distance of 80nm. 
We computed the sum of intensity values within a 3x3 pixels subROI around the center of each 
of these localizations in the demodulated data and compared the intensities between both channels. 
Since the integrated intensity is directly related to the amplitudes of the frequency bins in the 
frequency domain, we used this information to assign the localization to the correct color channel. 
This step further reduces the crosstalk to less than 1% in the Cy5 channel and less than 3% in the 
Cy3 channel (SI Appendix, Fig. S2). 

Localization precision calculation: 
We determined the localization precision in two ways. First, from the experimental data we 
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measured the standard deviations of clusters of localizations originated from a single fluorophore 
(4, 5). To generate traces over several frames of the same fluorophore, a spatial threshold between 
consecutive frames of 55 nm was set. A minimum track length of 8 frames was set in order to 
have enough points to properly estimate the localization precision (SI Appendix, Fig. S3a). 
Second, we calculated the localization precision by obtaining the Cramér-Rao lower bound 
(CRLB) of the x and y position parameters from the Maximum Likelihood Estimation Gaussian 
2D fitting of the single molecules, as previously described (6).  We used the software provided in 
reference (6) and followed the suggested procedure. We estimated a σpsf  of around 1 pixel, so we 
used a box size of 7x7 pixels (2x3σpsf  + 1) around each localization. We calculated first σx and σy 
and then the x-y localization precision (shown in SI Appendix, Fig. S3b) by: 

𝜎 ൌ ට𝜎௫
ଶ ൅ 𝜎௬

ଶ 

For fm-DNA-PAINT, 2 sine-wave modulated lasers were used with a maximum laser power of 
~300W/cm2 and an exposure time of 16 ms. For regular DNA-PAINT a continuous illumination 
with constant laser power of ~300W/cm2 with an exposure time of 100 ms was used. The 
somewhat lower localization accuracy of fm-DNA-PAINT as compared to regular DNA-PAINT 
is simply due to the fact that we use modulated excitation, so that fluorophores are excited half of 
the duration of a single frame, and thus emit roughly half of the photons compared to continuous 
excitation. Note that given the low laser power excitations used for fm-DNA-PAINT, the SNR 
could be increased and the subsequent localization precision could be improved, simply by 
increasing the laser powers.  

The localization precision for fm-STORM data was estimated following the first approach since it 
accounts for the experimental conditions and it is well-accepted in the literature (4, 5).  

Synthetic data: 
We first generated sinewaves for each channel frequency (f), depending on camera frame rate (F) 
and frame window size (m). The sinewaves were then integrated within the time limits of 
consecutives frames to obtain an effective integrated intensity per frame (see SI Appendix, Fig. 
S5b). We used this information to generate synthetic data, taking as input a 5x5 pixels subROI of 
a PSF from one frame of single-color experimental data. Then, 5x5 pixels stacks were generated 
by multiplying the PSF by the effective integrated intensity per frame over several consecutive 
frames. In this way, we could simulate the emission of a fluorophore under sinewave modulated 
illumination. SI Appendix, Fig. S5c compares the intensity evolution over time of 2-color 
synthetic data with that of 2-color fm-DNA-PAINT experimental data, showing excellent 
agreement between synthetic and experimental data and validating our approach. We followed a 
similar procedure for generating the 5-color synthetic data (see SI appendix, Fig. S6) which is 
shown in Fig. 3 of the main text after demodulation. In this case, we used fi =50Hz, 40Hz, 30Hz, 
20Hz and 10Hz, F=100Hz and m=10. The 5 different types of PSFs were spatially mixed, such 
that spatial overlap could occur. We ranged the spatial distances between the centers of each PSF 
from 20 pixels (for non-overlapping conditions) to 0 pixels (i.e., full spatial overlap). Note that 
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this synthetic data has been generated under the assumption of spectrally distinct fluorophores and 
have minimum overlap in their absorption spectra.  

Semi-synthetic data: 
A 5x5 pixels stack over 6 consecutive frames around the center of a PSF from the fm-DNA-
PAINT experimental data was extracted. We performed this procedure for the two different color-
fluorophores. In the experimental data, the 647nm laser was modulated at f=30Hz for Cy5, and 
the 561nm laser was modulated at f=20Hz for Cy3. Those 5x5 PSFs were replicated 168 times 
per color, and spatially distributed in order to generate semi-synthetic stacks of images. Several 
stacks were created, with different relative distances between the centers of the PSFs of both color 
channels (i.e., Dshift in SI Appendix, Fig. S8a), ranging from +4 pixels to -4 pixels for spatially 
overlapping fluorophores and +5 pixels or larger (or -5 pixels or smaller) for the non-overlapping 
ones. An example of the semi-synthetic data is shown in SI Appendix, Fig. S7. In order to generate 
the background that also fluctuates with the sine-wave modulated lasers illumination, we took a 
similar 5x5 pixels stack over the same 6 consecutive frames of the experimental data on a 
background region, i.e., devoid of fluorophores. We then added the background associated to each 
frame in the corresponding synthetic frame.  
The 6-frame semi-synthetic stacks were demodulated to generate 2 demodulated frames, one per 
channel. Then the centers of the PSFs in those demodulated frames were localized by fitting a 2D 
Gaussian and the distances from the retrieved localization positions (x,y) to the real, simulated 
positions (the pixel where the center of the PSF was positioned) was computed (Drelative in SI 
Appendix, Fig. S8a). Plots of Drelative as a function of spatial overlap (Dshift) were generated to 
estimate the effect of Cy3 spatial overlap on the Cy5 channel (SI Appendix, Fig. S8b) and effect 
of Cy5 spatial overlap in the Cy3 channel (SI Appendix, Fig. S8c). Moreover, to estimate the 
effect of fluorophore brightness on the perturbations to the localization positions for spatially 
overlapping fluorophores (set to +3pixels), we generated stacks by varying the relative brightness 
of one color-fluorophore with respect to the other. For this, all the pixels within the 5x5 PSF 
corresponding to Cy3 (561nm channel) were multiplied by a reduction a factor ranging from 0.5 
to 1. The results are plotted in SI Appendix, Fig. S9. 

fm-STORM data analysis: 
Background was subtracted using a median filter. Fluorescent molecules were localized in the raw 
data using Insight3 and performing a simple Gaussian fitting. Localizations were subsequently 
classified as single-frame or multi-frame localizations. If a fluorophore that appeared in one frame 
did not move by more than half a pixel (80 nm) in the subsequent frame, it was taken as the same 
fluorophore and classified as multi-frame. A frame window size was chosen for the demodulation, 
depending on the desired number of channels and imaging conditions. We used a 4 frame window 
size for 2-color imaging and a 6 frame window size for 3-color imaging. A 4x4xm voxel region 
around the centroid (x,y,f)→(x,y,f+m) coordinate of a localization was sliced from the 
background-suppressed camera data. First, we calculated the mean intensity value of the 16 pixels 
in the subROI for each raw frame within the frame window, from which we end up with a m-
length vector of time-domain data. On these data we performed a one dimensional discrete real- 
valued Fourier Transform, which yields (m/2) AC components and 1 DC component in the 
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frequency domain. We used the Python’s rfft function from scipy.fftpack (7). Lastly, the absolute 
values from the FFT for the different frequency bins on the frequency domain were calculated 
and recorded. Based on the natural logarithm of these values, the localizations were classified into 
a specific channel. We used the natural logarithms of the demodulated amplitudes rather than the 
raw values; the distributions of the latter are highly skewed with amplitudes clustered near the 
origin, while the distributions of the former are more symmetric and can be approximated to first 
order as rotated asymmetric normals. To perform the channel assignment, decision boundaries 
were generated by a machine learning algorithm based on a support vector classifier (SVC) (see 
below Machine learning algorithm for crosstalk correction). The performance of an SVC is 
typically improved with standard-scaled data that has mean=0 and standard deviation=1, but we 
find that scaling the amplitudes of our data using only a natural logarithm yields very good results.  

Machine learning algorithm for crosstalk correction: 
Training data sets were acquired using one-color biological samples, which were labeled with the 
same dyes used for the two-color imaging and imaged in exactly the same way as the two-color 
samples. The training data was demodulated and the intensities around the localizations 
corresponding to 4 x 4 pixel subROI were used to define 2D decision boundary regions for those 
two dyes. The same procedure can be applied for three or more colors. The boundary regions were 
defined using an SVC. In particular, we used the SVC class contained in the Scikit-learn (8) 
Python package, which uses libsvm and liblinear libraries (9, 10) for the computations. SVC are 
well established supervised learning methods used for classification in high dimensional spaces, 
using training data points in the decision function (called support vectors) and that can use different 
kernel functions to construct the decision function. Therefore, it can perform multi-class 
classification on a dataset, taking two inputs: the training datasets and the sample data. SVC 
implements the one-against-one approach (11) . We used the Radial Basis Function (RBF) as kernel 
function defined by the following equation: 

𝐾൫𝑥௜, 𝑥௝൯ ൌ  𝑒ିఊ൉‖௫೔ି௫ೕฮ
మ

where xi and xj are the support vectors and γ defines how large the influence of a single 
training example is. We used γ parameter in “auto” mode. SVC uses training datasets vectors x 
and an array of class labels y as inputs. The boundary regions are generated by the decision 
function: 

𝑠𝑔𝑛 ൭෍ 𝑦௜𝛼௜𝐾ሺ𝑥௜, 𝑥ሻ ൅  𝜌

௡

௜ୀଵ

൱ 

where ρ is the independent term and the αi are coefficients between 0 and C (see reference S11 
for detailed information). C is an input parameter that trades off misclassification against 
simplicity of the decision boundaries. We used a fixed value of C=1.0. For generating the 
boundary regions and the fluorophore classification of the multi-color images, we identify and 
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eliminate data that correspond to localizations which appear in only a single frame in the N-
frame demodulation window. These localizations are readily identified by recognizing that a 
single-frame event in the time domain is effectively a Dirac function, which has a uniform 
distribution of amplitudes across the frequency domain, and hence will appear along the equal-
amplitude y=x line in a two-color measurement and the equivalent functions in higher-
dimensional space. Furthermore, these single- frame events typically have low amplitudes 
relative to multi-frame events, and so appear in a distinct region of the log-log amplitude plot 
compared to multi-frame events. This undistinguishable population of localizations appeared 
with a circular shape centered around (6,6) on the 2D single-frame localizations diagram that 
plots the logarithm of the intensities. We used a rejection radius of 0.8 to reject these 
localizations. We also eliminate a subset of localizations that appear along the equal-amplitude 
line with high amplitudes. These localizations appear in both the training data and the 
experimental data for multiple fluorophores, and so yield no distinct information about the 
species of molecule underlying that localization. This last step has an additional advantage of 
preventing the SVC from over-fitting during training. We defined an acceptance ratio parameter 
that can be changed accordingly from 0 to 1, to achieve a compromise between the percentage 
of rejected localizations and the final crosstalk between different channels. We used an 
acceptance ratio of 0.96. The classifier was trained on a randomized sample of 60% of the total 
training data, with 20% reserved for cross-validation of the SVC and a further 20% used to 
generate performance scoring metrics. 
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Supplementary Figures 

Figure S1: Effect of diffusing molecules on fm‐DNA‐PAINT: (a) Individual frames 
corresponding to a bound molecule in fm‐DNA‐PAINT (left) and the corresponding point spread 
function (PSF) of the molecule after demodulation (right). The PSF is bright enough to be 
localized by the localization algorithm (yellow square). (b) Individual frames corresponding to a 
diffusing molecule in fm‐ DNA‐PAINT (left) and the corresponding point spread function (PSF) 
of the molecule after demodulation (right). The PSF is too dim to be localized by the localization 
algorithm. 
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Figure S2: Color cross‐talk quantification and correction in fm‐DNA‐PAINT. (a‐b) 
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Microtubules (green) (a) and lysosomes (magenta) (b) labeled with Cy5‐equivalent and Cy3‐
equivalent dyes alone, respectively and imaged in two colors using fm‐DNA‐PAINT. Images 
show the results before crosstalk correction. The green localizations correspond to the Cy5 
channel and the magenta localizations correspond to the Cy3 channel. Localizations in a region 
of interest around the imaged structure were quantified in the two channels (white boxes and 
insets). (c‐d) Percentage of localizations belonging to the Cy5 (c) or Cy3 (d) channels before 
color cross‐talk correction (yellow bars) and after color cross‐talk correction (green bars). (e) Two‐
color super-resolution image of microtubules and mitochondria imaged using fm‐DNA‐PAINT, 
after crosstalk correction (same image shown in main Fig. 1c with the display split into two 
channels). Upper left panel shows microtubule channel only and upper right panel shows 
mitochondria channel only. Lower panel shows a zoom region (highlighted with a white box) of 
the microtubules, mitochondria and the overlay. 
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Figure S3: Localization precision comparison between conventional and fm-DNA-PAINT. 
(a) Localization precision calculated from the standard deviation of the localizations of the same
fluorophore in multiple frames (minimum of 8) and compared between conventional DNA-PAINT
with 100 ms exposure time and fm-DNA-PAINT with 16 ms exposure time and 6 frame window
size, for Cy5 and Cy3 fluorophores. (b)  Comparison of the localization precision obtained from
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Cramer-Rao Lower Bound of the MLE Gaussian fitting. For both (a) and (b) the mean σ ± the 
standard deviation are indicated in the box plots. Laser excitation powers were identical for 
conventional DNA-PAINT and fm-DNA-PAINT, i.e., 300W/cm2. The box indicates the 25th (q1) 
and 75th (q3) percentiles. The whiskers extend to the most extreme data value that was not 
considered an outlier. Outliers are values bigger than  [q3 + 1.5ꞏ(q3 – q1)] or smaller than [q1 – 
1.5ꞏ(q3 – q1)]. Around 99.3% (or ±2.7σ) of the data lies within these whiskers values. 

Figure S4: C u m u l a t i v e localization density as a function of time. Number of localizations 
per frame in both DNA-PAINT and fm-DNA-PAINT grow linearly with the number of frames, 
since in both cases there is inexhaustible amount of fluorophores. No differences are measured in 
terms of the total localization density as a function of time between conventional and fm-DNA-
PAINT. The difference in the slopes between the Cy5 and Cy3 channels is only due to 
differences in the concentrations of the fluorophores used for the experiments, being higher in 
the Cy5, 647 nm channel than in the Cy3, 561 nm channel.  
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Figure S5: Effect of the spatial overlap between spectrally distinct fluorophores (Cy5-
equivalent and Cy3-equivalente) in fm-DNA-PAINT. (a) Histogram showing the probability 
of spatial overlap between randomly distributed fluorophores with a PSF of 5x5 pixels 
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(800x800nm) and a constant PSF density per frame of 0.1 localization/µm2. The probability of 
spatial overlap is shown for one-to-five color channels. (b) Example of one pixel intensity 
evolution in time domain when three spectrally distinct fluorophores overlap spatially. The three 
fluorophores are modulated with excitation laser frequencies of 10 Hz, 20 Hz and 30 Hz. The red, 
green and blue lines correspond to the sinewave modulation of the three lasers. The black line is 
the combination of these individual sinewaves. The magenta line is the integration of the combined 
sinewave over each frame (16 ms in this case), which is proportional to the pixel intensity signal, 
due to the response of the three overlapping fluorophores to the three sinewave modulations. Note 
that a 6 frame window size (m=6) is used, and thus 6 pixel values are calculated. In the frequency 
domain the pixel can be properly demodulated into the three different color channels. The white 
square in the demodulated data shows the demodulated pixel in the three corresponding channels. 
The intensity of the pixel on the reconstructed (demodulated) image is proportional to the 
amplitude in that particular frequency in the frequency domain. (c) The response of fluorophores 
to sinewave modulated laser excitation obtained from experimental data. The orange line shows 
the modulated sinewave excitation. The blue diamonds are the measured intensity of the 
fluorophore over 6 frames in response to the sine wave excitation. The magenta diamonds are the 
generated intensity of the fluorophore in the synthetic data over 6 frames. The blue and magenta 
lines are guides to the eye.  

Figure S6: Synthetic raw data for 5-color fm-DNA-PAINT. 5-color synthetic image generated 
with camera frame rate F=100Hz and fi of 50Hz, 40Hz, 30Hz, 20Hz and 10Hz, assuming that the 
fluorophores have minimal spectral overlap (similar to the 2-color experimental data with Cy5 and 
Cy3). Ten consecutive frames from the synthetic raw data are shown. The brightness of the pixels 
in each frame reflects the integrated intensity of the modulated excitation. The corresponding 
demodulated frames for each channel are shown in Fig. 3 on the main text. 
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Figure S7: Semi-synthetic data to assess the effect of spatial overlap on the localization 
precision of fm-DNA-PAINT. (a) 6 consecutive frames of the semi-synthetic dataset in the 
absence of spatial overlap between the two spectrally distinct fluorophores (Cy5-equivalent, left 
6 stripes and Cy3-equivalent, right 6 stripes) illuminated with lasers at different modulation 
frequencies (30Hz and 20Hz respectively). The camera frame rate is F=60Hz. 168 PSFs per 
channel were generated. The difference in brightness in the frames reflects the integrated 
excitation intensity for the different modulated lasers. (b) Similar as (a) but with an overlapping 
of 3 pixels between the two color channels. (c) Corresponding demodulated frame of the image 
stack in a for both channels. (d) Corresponding demodulated frame of the image stack with 
spatially overlapping fluorophores in b for both channels. 
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Figure S8: Effect of the spatial overlap between spectrally distinct fluorophores (Cy5-
equivalent and Cy3-equivalente) on localization accuracy in fm-DNA-PAINT. (a) Cartoon 
showing the method used for estimating the perturbation on the localization position produced by 
the spatial overlap of spectrally distinct fluorophores, for overlapping (left) and non-overlapping 
(right) conditions. The green and red circles denote the two different fluorophores, with their real 
center positions marked by the star symbol. Dshift corresponds to the spatial shift between the 
different colored PSFs in the semi-synthetic data. After demodulation, the x,y positions are 
determined (cross symbols) and Drelative (distance between the localized positions and the real 
positions) is measured. Thus, Drelative is a measure of the spatial overlap influence that one color-
fluorophore has on the localization position of the other color-fluorophore after demodulation. (b) 
Effect of Cy3 spatial overlap on the localization position of the Cy5 channel, for different degrees 
of spatial overlap, i.e., Dshift. The inset shows the combined distribution for all overlapping pixels 
and all non-overlapping pixels. (c) Effect of Cy5 spatial overlap on the localization position of the 
Cy3 channel, for different degrees of spatial overlap, i.e., Dshift. The inset shows the combined 
distribution for all overlapping pixels and all non-overlapping pixels. Although in principle one 
would expect Drelative to be zero in the complete absence of spatial overlap, Drelative is also 
influenced by the difference in brightness and background of the fluorophores. This is because 
our generated semi-synthetic data uses experimental input data including background. Therefore 
slight variations in the fluorophore brightness and/or background will lead to small deviations in 
the demodulated localization positions.  For the generated in-silico data, this effective localization 
error is around 5.9 nm for Cy5 and 2.1 nm for Cy3. Notice that the influence of spatial overlap in 
the localization position of the fluorophores is larger for Cy3 than for Cy5, i.e., a factor of 3 for 
the influence of Cy5 in the position of Cy3 and only a factor of 1.8 for the influence of Cy3 in the 
position of Cy5. This result is entirely consistent with the fact that Cy5 absorbs about 10% of the 
Cy3 excitation wavelength (561nm) and thus it would induce a larger perturbation on the Cy3 
channel. In (b) and (c) the box indicates the 25th (q1) and 75th (q3) percentiles. The whiskers extend 
to the most extreme data value that was not considered an outlier. Outliers are values bigger than  
[q3 + 1.5ꞏ(q3 – q1)] or smaller than [q1 – 1.5ꞏ(q3 – q1)].  
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Figure S9: (a) and (b) Effect of the relative signal between fluorophores on localization accuracy 
in the presence of spatial overlap. In this case, a constant relative distance of +3 pixels between 
the centers of the PSFs was set, such that there is spatial overlap. The relative signal between the 
PSFs was set by generating semi-synthetic data, in which the Cy5 intensity was kept constant and 
all pixels of Cy3 PSF in the 6 consecutive frames were multiplied by a relative intensity factor 
(ranging from 1 to 0.5). The vertical bars are the standard deviation. 
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Figure S10: Localization precision in fm-STORM for A647 and Cy3B fluorophores. Box 
plot showing the experimental localization precisions obtained for 1-Color fm-STORM, for both 
channels, corresponding to A647 and Cy3B. The localization precisions have been calculated 
from the training data sets with camera frame rate F=90Hz, 647nm laser sinewave modulated at 
f1=45Hz and the 561nm laser modulated at f2=22.5Hz. The localization precisions have been 
determined by obtaining the standard deviation of the localizations over multiple consecutive 
frames of the same fluorophore. The box indicates the 25th (q1) and 75th (q3) percentiles. The 
whiskers extend to the most extreme data value that was not considered an outlier. Outliers are 
values bigger than  [q3 + 1.5ꞏ(q3 – q1)] or smaller than [q1 – 1.5ꞏ(q3 – q1)]. Around 99.3% (or 
±2.7σ) of the data lies within these whiskers values.  
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Figure S11: Color cross-talk quantification in fm-STORM. (a, b) Microtubules (green) and 
mitochondria (magenta) labeled with AlexaFluor647 (AF647) alone and Cy3B alone, respectively 
and imaged in two colors using fm-STORM. Images show the two channels before cross-talk 
correction. The green localizations correspond to the AF647 channel and the magenta 
localizations correspond to the Cy3B channel. Localizations in the displayed region of interest 
were quantified in the two channels. (c, d) Percentage of localizations belonging to the AF647 
(c) or Cy3B (d) channels before color cross-talk correction (yellow bars) and after color cross-
talk correction (green bars) using the machine learning algorithm.
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Figure S12: Workflow of the machine learning algorithm for fluorophore classification in 
fm-STORM. The algorithm requires training data sets for each fluorophore and imaging 
condition, in order to build the decision boundary regions for fluorophore classification. 
Localizations that appear in only a single frame and those that appear in multiple frames are 
categorized in order to be processed separately. 
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Figure S13: Training data for cross-talk correction of three color fm-STORM. (a) Multi- 
and single- frame localizations obtained from a training dataset using ATTO488, Cy3B and AF647 
fluorophores, showing the color-separation in the three channels. (b) Percentage of single-
frame, multi-frame and rejected localizations for the three fluorophores (pie charts) and the 
correctly classified single- and multi- frame localizations for three fluorophores (bar charts) 
calculated from a sub-set of localizations used for the training data 
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Figure S14: Two-color STORM image of microtubules and mitochondria imaged using 
the activator/reporter approach. Microtubules and mitochondria were labeled with 
AF405/AF647 and Cy3/AF647 activator-reporter pairs, respectively. Images are shown after 
standard cross-talk correction. (a) Microtubule channel (g reen )  and a  zoom- in o f  t h e  white 
boxed region where there are microtubules only, displaying both channels (green and magenta). 
(b) Mitochondria channel (magenta) and zoom in of the white-boxed region where
mitochondria can be identified (white arrows), displaying both channels (green and magenta). (c)
Percentage of correct localizations assigned to each channel. Since the two structures are clearly
defined and separated, the cross-talk calculation can be performed by counting the number of
localizations from the two channels in regions where only one structure is present (i.e.
mitochondria-only or microtubules-only regions).  Yellow bars shows the values  before  cross-
talk correction and green bars after cross-talk correction using statistical approaches.
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Figure S15: Absorption spectra of 5 different standard fluorophores for implementation in 
fm-DNA-PAINT. Example of 5 different fluorophores with relatively little spectral overlap in 
their absorption spectra. The suitable lasers for differential excitation of each of the fluorophores 
is included in the figure. Notice that there is negligible overlap between AF405, AF488, Cy3 and 
Cy5, and thus, in principle fm-DNA-PAINT of four colors with minimal color crosstalk and in 
the presence of spatially overlapping fluorophores should be easily obtainable. A somewhat larger 
spectral overlap exists between Cy5 and Cy7, so that excitation of Cy5 by the 640nm laser line 
would also marginally excite Cy7, leading to an additional amplitude of Cy7 in the frequency bin 
of the Cy5 channel.  (Adapted from The Spectra Viewer, www.thermofisher.com) 


	Untitled



