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Section S1 details the molecular dynamics (MD) simulations of the p53-DNA complexes. Sections 

S2-S3 describe the calculations of the electronic couplings, reorganization energies and associated 

parameters, such as the center-to-center distance RDA between the hole donor (D) and acceptor (A), 

and the effective radii of purine nucleobases. These parameters were inserted into eqn (1) to obtain 

the CT rate constant for each charge transfer (CT) step in Fig. 2. The resulting parameters and rate 

constants are reported in Section S4. 

 

 

S1. MD simulations 

The MD simulations of the protein-DNA systems described in Fig. 1 were carried out using the 

NAMD 2.11 software.1 We used the Zinc AMBER force field (ZAFF)2 to parameterize the four-

coordinated zinc center in p53, the ff14SB3 and ff99-bsc04, 5 AMBER force fields for the protein 
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and DNA, respectively. Both p53-Gadd45 DNA and p53-p21 DNA systems were neutralized using 

K+ ions and solvated with a box of TIP3P water6 extending 10 Å on each side of the protein-DNA 

complex. The resulting unit cell vectors were (in Å): (100.334, 90.16, 100.36).  

The SHAKE algorithm7 was used to constrain H-O and H-H distances in the water molecules. Full 

electrostatics evaluation was carried out every two time steps. The effective electrostatic potentials 

were calculated using the particle mesh Ewald summation method,8 with grid spacing of 1 Å. The 

scaling factor for 1-4 electrostatic interactions was set to 0.833333. The van der Waals interactions 

were truncated at a cutoff distance of 12 Å. The list of non-bonded atoms to be considered for the 

periodic interaction energy calculation included atomic pairs within 14 Å. 

Both solvated protein-DNA complexes were subject to 80000 energy minimization steps, followed 

by solvent equilibration (using Langevin Dynamics with a damping coefficient 1.0 ps-1) with fixed 

protein-DNA atoms at temperatures of 293 K (which is the original crystallization temperature of 

the p53-DNA complex in the PDB with code 2ADY9) for 225 ps, 295 K for 50 ps, 297 K and 298 

K for 50 ps each. Then, the atoms of the p53-DNA complex were gradually released through 2.5 

ns of NPT dynamics with Nosé-Hoover Langevin piston pressure control (pressure = 1 atm, 298 

K, barostat oscillation period = 100 fs, damping time scale = 50 fs, damping coefficient = 2.0 ps-1). 

The DNA backbone, the S atoms of the C277 residues linking to DNA, Zn, and the atoms 

coordinated to Zn were fixed during the first ns (time step = 1.0 fs); the C1' atoms of the bp triplets 

at the Cys-DNA contacts (Fig. 2), the C atoms of the C277 residues linking to DNA, Zn, and the 

atoms coordinated to Zn remained fixed in the next ns (time step = 1.0 fs); and all atoms were 

finally released during the remaining 0.5 ns (time step = 0.5 fs). 

The unconstrained MD production run lasted 40 ns, with a time step of 0.5 fs. The fluctuations of 

the RMSD for both Gadd45 and p21 systems spanned a range of about 1.06 Å (Fig. S1). For each 
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protein-DNA system, we disregarded the first 10 ns of MD, and extracted a snapshot every 2.5 ns 

in the time window 10-40 ns. The 13 snapshots selected were pruned around the two C277 residues 

(maintaining a methanethiol model of Cys and the triplet of nearby base pairs without the backbone) 

for the density functional theory (DFT) calculation of the parameters in eqn (2) and the net charge 

distribution on the different molecular moieties (see Sections S2 and S3). 

 

Fig. S1 RMSD (without hydrogens) along the MD production run for the protein-DNA complexes 

containing the Gadd45 (blue) and p21 (orange) DNA models. The MD snapshots for DFT analysis 

were selected starting from 10 ns (yellow dashed line). 

 

S2. Electronic couplings 

In each MD snapshot, the dangling bonds of the pruned portion were saturated by H atoms, whose 

positions were then relaxed by DFT geometry optimization with the B3LYP10 density functional 

and the 6-31g* basis set. The electronic couplings (𝑉𝐼𝐹) between the Cys moiety and each DNA 

nucleobase pair (bp) in the contact bp triplet, as well as the couplings between adjacent bps, were 

calculated using eqn (2).11, 12 For each electron-hole donor (D)-acceptor (A) pair, the initial (I) and 
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final (F) diabatic electronic states were obtained from calculations on the entire D-A system with 

constrained Density Functional Theory (CDFT),13, 14 as formulated in refs. 15, 16 and implemented 

in the NWChem code.17 We never needed to use the second expression in eqn (2). This expression 

is valid exactly at the transition state coordinates, which always represent a zero-measure subspace 

of the conformational space and which never accidentally occurred in any of the selected MD 

snapshots. Moreover, the first expression in eqn (2) can also be used, with high accuracy,12 near 

the transition state coordinates (namely, where ∆𝐸𝐼𝐹 ≪  2𝑉𝐼𝐹,) and has a removable discontinuity 

exactly at such coordinates. As is shown in ref. 12, eqn (2) enables use of CDFT states to describe 

CT systems also when such electronic states have a partial CT character18 that is reflected in a 

large diabatic state overlap, as long as the two-state approximation is satisfied.11, 12 In addition, 

since only the diabatic energy difference appears in eqn (2), the DFT implementation of this 

formula is robust with respect to basis set superposition errors.19 

The electronic coupling values obtained using the M11 exchange-correlation functional20  and the 

6-311g** basis set are reported in Tables S1 (for the complex between the top p53 protein and the 

Gadd45 model sequence), S3 (bottom p53, Gadd45), S5 (top p53, p21), and S7 (bottom p53, p21). 

The electronic coupling values versus the MD snapshot times are also diagrammed in Fig. S2-S5. 

Table S2, S4, S6, and S8 list the corresponding norms of the ground state as expanded in the CDFT 

diabatic set (𝑁 = √𝑎2 + 𝑏2 + 2𝑎𝑏𝑆𝐼𝐹), which measure the quality of the two-state approximation. 

The values of 〈𝑉𝐼𝐹〉 and ⟨𝑉𝐼𝐹
2⟩ over the MD snapshots for each system are summarized in Table 

S9. The full Hartree-Fock-type exchange in the long-range component of the M11 functional plays 

a key role (especially for the farther C277 and bp redox partners, compared to the bp dimers) in 

avoiding electron self-interaction issues21 that would otherwise cause a significant overestimation 

of the electronic couplings,22 as it is also shown in a recent study.23 
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Table S1 Electronic coupling (𝑉𝐼𝐹) values (in meV) for hole transfer in the AT-Cys, GC-Cys, CG-

Cys, AT-GC and GC-CG dimers, in the selected MD snapshots of the top p53-Gadd45 DNA model. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 1.33 × 101 1.64 × 102 1.91 × 101 7.22 × 101 1.89 

12.5 2.40 7.76 × 10-1 1.31 × 101 7.94 × 101 3.71 

15.0 2.88 × 10-1 4.70 × 10-1 1.84 3.79 × 101 3.20 × 10-2 

17.5 2.19 3.27 8.96 × 10-1 2.85 × 101 2.82 × 10-1 

20.0 8.31 × 10-1 1.36 × 10-2 6.79 × 10-2 1.09 × 101 2.96 × 10-1 

22.5 4.24 × 10-1 1.00 3.12 1.79 × 101 9.99 × 10-1 

25.0 6.55 × 10-1 5.77 × 101 4.18 × 10-1 2.03 × 101 2.76 × 10-2 

27.5 1.18 2.35 × 101 2.37 2.74 × 101 1.44 × 10-1 

30.0 2.32 1.69 × 101 2.31 2.10 × 101 1.67 

32.5 6.34 × 10-1 1.73 1.40 4.29 × 101 2.12 

35.0 1.01 × 101 5.42 4.48 × 10-4 1.41 × 102 9.57 

37.5 1.26 5.76 × 10-1 4.09 1.49 × 101 1.17 

40.0 6.16 × 10-1 1.56 3.71 1.25 × 101 5.24 × 10-1 

 

Table S2 Norm N of the ground state expansion in the CDFT diabatic states for the AT-Cys, GC-

Cys, CG-Cys, AT-GC and GC-CG dimers, in the selected MD snapshots of the top p53-Gadd45 

DNA model system. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 1.000 0.997 1.000 0.998 0.998 

12.5 1.000 1.000 1.000 0.999 0.999 

15.0 1.000 1.000 1.000 0.999 0.998 

17.5 1.000 1.000 1.000 0.999 0.999 

20.0 1.000 1.000 1.000 0.999 0.998 

22.5 1.000 1.000 1.000 1.000 0.999 

25.0 1.000 1.000 1.000 0.999 0.999 

27.5 1.000 1.000 1.000 1.000 0.999 

30.0 1.000 1.000 1.000 0.999 0.998 

32.5 1.000 1.000 1.000 0.999 0.998 

35.0 1.000 1.000 1.000 1.000 0.999 

37.5 1.000 1.000 1.000 1.000 0.999 

40.0 1.000 1.000 1.000 1.000 0.999 
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Fig. S2 Plot of VIF versus MD snapshot time for the top p53-Gadd45 model system. 

 

 

Table S3 𝑉𝐼𝐹 values (in meV) for hole transfer in the AT-Cys, GC-Cys, CG-Cys, AT-GC and GC-

CG dimers, in the selected MD snapshots of the bottom p53-Gadd45 DNA model system. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 3.80 5.39 × 101 2.85 × 101 3.04 × 101 3.13 × 10-1 

12.5 8.96 × 10-1 1.20 × 101 2.29 × 101 1.38 × 102 2.18 × 10-1 

15.0 1.15 1.77 × 102 2.81 × 101 1.88 7.50 × 10-2 

17.5 2.27 × 101 2.04 × 102 1.04 × 101 3.36 × 101 1.09 × 10-1 

20.0 1.69 1.22 × 102 1.43 × 101 3.25 × 101 1.24 × 101 

22.5 5.55 × 10-1 9.92 × 101 2.79 × 101 1.63 × 101 1.40 × 10-2 

25.0 5.92 2.88 2.14 3.19 × 101 3.93 

27.5 1.09 × 10-2 8.31 3.75 1.80 × 101 1.67 

30.0 5.62 8.81 × 10-1 1.55 6.23 × 101 6.44 

32.5 9.14 8.33 × 10-2 1.65 1.57 × 102 3.29 × 10-1 

35.0 4.27 × 10-1 5.83  × 10-2 3.71 1.25 × 101 5.24 × 10-1 

37.5 3.39 × 10-1 1.23 × 10-2 3.28 × 10-2 1.55 × 102 5.16 × 10-1 

40.0 1.27 2.26 × 10-1 7.91 × 10-3 6.79 × 101 5.64 × 10-1 
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Table S4 N values for the AT-Cys, GC-Cys, CG-Cys, AT-GC and GC-CG dimers, in the selected 

MD snapshots of the bottom p53-Gadd45 DNA model system. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 1.000 0.999 0.999 1.000 0.999 

12.5 1.000 1.000 1.000 0.998 0.999 

15.0 1.000 0.993 1.000 0.999 0.998 

17.5 1.000 0.996 1.000 1.000 0.999 

20.0 1.000 0.998 1.000 0.999 0.998 

22.5 1.000 0.998 1.000 0.999 0.998 

25.0 1.000 1.000 1.000 0.999 0.999 

27.5 1.000 1.000 1.000 0.999 0.998 

30.0 1.000 1.000 1.000 0.999 0.999 

32.5 1.000 1.000 1.000 0.996 0.999 

35.0 1.000 1.000 1.000 0.998 0.999 

37.5 1.000 1.000 1.000 0.997 0.997 

40.0 1.000 1.000 1.000 1.000 0.998 

 

 

 

Fig. S3 Plot of VIF versus MD snapshot time for the bottom p53-Gadd45 DNA model system. 
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Table S5 𝑉𝐼𝐹 values (in meV) for hole transfer in the AT1-Cys, AT2-Cys, CG-Cys, AT1-AT2 and 

AT2-CG dimers, in the selected MD snapshots of the top p53-p21 DNA model system. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 2.57 × 10-1 2.24 × 10-1 8.11 × 10-1 5.77 × 101 1.67 × 101 

12.5 2.00 2.41 × 10-2 5.94 × 10-1 3.85 1.99 × 101 

15.0 5.93 × 10-2 1.62 × 10-1 9.90 × 10-2 8.98 × 101 2.78 × 101 

17.5 6.27 × 10-1 2.41 × 10-2 9.58 × 10-2 2.29 × 101 4.15 

20.0 1.99 3.43 × 10-2 3.85 × 10-1 6.01 × 101 4.77 

22.5 4.85 × 10-2 8.73 × 10-3 2.11 × 10-2 1.89 × 101 4.15 

25.0 3.19 × 10-1 1.81 × 10-2 8.99 × 10-1 4.25 1.51 × 101 

27.5 1.59 × 10-1 3.19 × 10-3 1.72 1.21 × 101 3.36 × 101 

30.0 5.45 × 10-2 2.09 × 10-3 3.13 × 10-2 4.70 × 101 1.45 × 102 

32.5 1.10 2.47 × 10-2 1.68 2.73 × 101 2.93 × 101 

35.0 3.86 × 10-1 3.05 × 10-3 2.93 × 10-1 2.25 × 101 2.23 × 101 

37.5 1.99 1.83 × 10-2 2.09 × 10-1 2.28 × 101 2.46 × 101 

40.0 4.02 × 10-1 4.61 × 10-2 6.80 × 10-1 6.03 × 101 1.21 × 101 

 

 

Table S6 N values for the AT1-Cys, AT2-Cys, CG-Cys, AT1-AT2 and AT2-CG dimers, in the 

selected MD snapshots of the top p53-p21 DNA model system. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 1.000 1.000 1.000 0.997 0.998 

12.5 1.000 1.000 1.000 0.997 0.998 

15.0 1.000 1.000 1.000 0.992 0.997 

17.5 1.000 1.000 1.000 0.996 0.997 

20.0 1.000 1.000 1.000 0.998 0.999 

22.5 1.000 1.000 1.000 0.999 0.997 

25.0 1.000 1.000 1.000 0.995 0.998 

27.5 1.000 1.000 1.000 0.997 0.999 

30.0 1.000 1.000 1.000 0.996 0.999 

32.5 1.000 1.000 1.000 0.994 0.998 

35.0 1.000 1.000 1.000 0.998 0.997 

37.5 1.000 1.000 1.000 0.996 1.000 

40.0 1.000 1.000 1.000 0.992 0.997 
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Fig. S4 Plot of VIF versus MD snapshot time for the top p53-p21 DNA model system. 

 

 

Table S7 𝑉𝐼𝐹 values (in meV) for hole transfer in the AT1-Cys, AT2-Cys, CG-Cys, AT1-AT2 and 

AT2-CG dimers, in the selected MD snapshots of the bottom p53-p21 DNA model system. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 3.41 × 10-1 5.27 5.33 2.49 × 101 6.98 

12.5 6.45 × 10-1 1.14 4.72 6.30 2.34 × 101 

15.0 9.95 × 10-1 3.50 × 10-2 5.00 × 10-2 7.15 × 101 1.14 × 101 

17.5 9.36 × 10-1 2.30 × 10-1 1.61 × 101 1.05 × 102 1.63 × 101 

20.0 8.05 × 10-1 2.79 4.04 4.32 × 101 3.41 

22.5 3.16 × 10-1 2.15 × 10-1 2.77 7.72 × 101 5.03 

25.0 8.09 × 10-1 2.87 × 10-2 3.71 × 10-1 7.09 2.53 × 101 

27.5 1.93 4.12 3.45 6.24 × 101 9.33 

30.0 2.32 × 101 9.73 × 10-1 3.75 4.60 2.81 × 101 

32.5 6.28 × 10-1 1.19 × 101 7.53 3.03 × 101 9.23 

35.0 2.42 1.57 3.48 × 101 3.68 × 101 8.24 

37.5 1.90 3.64 × 10-1 1.35 × 101 6.66 × 101 1.11 × 101 

40.0 2.55 × 10-1 1.32 × 10-2 2.56 × 10-2 1.89 × 101 1.58 × 101 
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Table S8 N values for the AT1-Cys, AT2-Cys, CG-Cys, AT1-AT2 and AT2-CG dimers, in the 

selected MD snapshots of the bottom p53-p21 DNA model system. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 1.000 1.000 1.000 0.995 1.000 

12.5 1.000 1.000 1.000 0.996 0.999 

15.0 1.000 1.000 1.000 0.995 0.998 

17.5 1.000 1.000 1.000 0.996 0.996 

20.0 1.000 1.000 1.000 0.997 1.000 

22.5 1.000 1.000 1.000 0.998 1.000 

25.0 1.000 1.000 1.000 0.999 1.000 

27.5 1.000 1.000 1.000 0.999 0.998 

30.0 0.999 1.000 1.000 0.995 0.996 

32.5 1.000 1.000 1.000 0.994 0.997 

35.0 1.000 1.000 1.000 0.997 1.000 

37.5 1.000 1.000 1.000 0.993 1.000 

40.0 1.000 1.000 1.000 0.993 1.000 

 

 

 

Fig. S5 Plot of VIF versus MD snapshot time for the bottom p53-p21 DNA model system. 
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Table S9 〈𝑉𝐼𝐹
2〉 (meV2), 〈𝑉𝐼𝐹〉 (meV) and coherence parameter 𝐶 = 〈𝑉𝐼𝐹〉2 〈𝑉𝐼𝐹

2 〉⁄  values over the 

selected MD snapshots, for the indicated D-A pairs. 

DNA protein D-A pair 〈𝑽𝑰𝑭
𝟐〉 〈𝑽𝑰𝑭〉 C 

Gadd45 

gene 

model 

top 

AT-Cys 2.32 × 101 2.79 0.34 

GC-Cys 2.39 × 103 2.13 × 101 0.19 

CG-Cys 4.56 × 101 4.03 0.36 

AT-GC 2.92 × 103 4.05 × 101 0.56 

GC-CG 9.16 1.73 0.33 

bottom 

AT-Cys 5.30 × 101 4.12 0.32 

GC-Cys 7.75 × 103 5.24 × 101 0.35 

CG-Cys 2.50 × 102 1.11 × 101 0.50 

AT-GC 6.21 × 103 5.82 × 101 0.54 

GC-CG 1.64 × 101 2.08 0.26 

p21 

gene 

model 

top 

AT1-Cys 1.08 7.23 × 10-1 0.48 

AT2-Cys 6.34 × 10-3 4.56 × 10-2 0.33 

CG-Cys 6.45 × 10-1 5.79 × 10-1 0.52 

AT1-AT2 1.82 × 103 3.46 × 101 0.66 

AT2-CG 2.00 × 103 2.77 × 101 0.38 

bottom 

AT1-Cys 4.29 × 101 2.71 0.17 

AT2-Cys 1.52 × 101 2.20 0.32 

CG-Cys 1.39 × 102 7.42 0.39 

AT1-AT2 2.75 × 103 4.27 × 101 0.66 

AT2-CG 2.36 × 102 1.33 × 101 0.76 

 

S3. Reorganization energies and associated parameters  

Outer-sphere reorganization energy and effective radii of the G and A bases. To estimate the 

reorganization energies associated with the many CT processes at play, we combine Marcus theory 

with a DFT description of the excess charge (i.e., electron hole) localization in the D and A groups 

involved in the CT processes of Fig. 2. We begin our analysis with the Marcus expression for the 

outer-sphere contribution to the reorganization energy24-26 
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which, in the case of charge self-exchange (D = A = X), reduces to 
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where o  and s  denote the (relative) optical and static dielectric constants of the CT environment, 

respectively; ∆𝑞 is the transferring charge (the elementary charge, i.e., 1 in atomic units); DR  and 

AR  are the effective radii of the (hole distributions on) the D and A groups, respectively, and DAR  

is the center-to-center distance between D and A. Starting from the knowledge of the reorganization 

energy for the self-exchange reaction (usually given in eV, but naturally expressed in atomic units 

by using the equation above), one can derive the effective radius of X from the equation 

  outer sphere 1
1 s o

X XX

s o XX

R
R

 


 

 
  

 
.          (S2) 

We next use the above equation to estimate the effective radii of the G and A nucleobases in DNA 

hole transfer (in the literature, the Marcus formula for the reorganization energy has been used to 

define D and A effective radii in virtue of its linear dependence on the inverse D-A distance;27 see 

also below). To this end, we use theoretical values for the reorganization energies associated with 

intrastrand hole transfer between purine bases in solvated DNA, namely, 
outer sphere

G G 1.41eV 

   and 

outer sphere

A A 1.21 

  eV,28 and we need to make appropriate choices for the values of the average D-A 

distance and the dielectric constants. In fact, the 
outer sphere

G G 

  and 
outer sphere

A A 

  values from ref. 28 use 

Marcus’ definition of the reorganization energy, as related to the parabolic free energy landscape, 

but do not make use of Marcus’ formulation of the reorganization energy in terms of effective radii 
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and dielectric constants reported in eqn (S1b). Thus, no values are assumed or calculated for these 

quantities in ref. 28, but both choices influence the G and A effective radii derived from eqn (S2), 

which we will use to calculate the reorganization energies associated with the CT processes shown 

in Fig. 2. 

To assess the robustness of our chemical conclusions with respect to the computational setup, we 

test two effective D-A distances: GG AA 3.38R R  Å and GG AA 3.73R R  Å. The second choice 

was proposed in ref. 29, using the atomic coordinates of C6, N3, C6 and N3 atoms. This choice is 

also consistent with the distances between adjacent purine nucleobases over the MD snapshots of 

our system that we obtained using all atoms, calculating their Löwdin charges and then the distance 

between the purine centers of charges. 

Previous theoretical studies have calculated the reorganization energies dividing DNA and solvent 

into different dielectric zones,27 including 2.27o   and 12.4s   for the bp stack (combined with 

other dielectric constants for the DNA backbone and the dielectric constants of the water solvent)29 

and values as small as 2 and 4.30 8s   was more recently found experimentally.31 However, using 

the simple Marcus model of eqn (S1) requires the choice of a single set of optical and static 

dielectric constants. If one can make an optimal choice for these dielectric constants and for the 

D-A distance corresponding to the accurately calculated reorganization energies, the G and A 

effective radii that result from eqn (S2) can be approximately used as ‘intrinsic’ and therefore 

‘transferable’ quantities to be inserted into eqn (S1b) to study the CT processes in the protein-

DNA contact region depicted in Fig. 2. However, finding this optimal choice is out of the scope 

of this study. Here, we make very simple choices that consider limiting physical approximations, 

thus showing that our very different choices for the dielectric constants do not change our chemical-

physical conclusions. We assume, first, that the effective dielectric constants in eqn (S1) are 
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dominated by the contribution of water, thereby using 1.8o   and 80s  . Then, we also consider 

the opposite limit in which the intra-DNA medium provides the dominant contribution to the value 

of the dielectric constant, thus using 2.27o   and 12.4s  ,29 as well as 2o  30 and 8s  .31 

With these choices, we obtain the purine effective radii reported in Table S10, which range from 

a value of 1.76 Å (which is a little smaller than the value of 1.87 Å mainly used in ref. 29 for both 

G and A) to 2.37 Å, (which is an intermediate value compared to 1.87 Å and the value of ~ 3 Å 

estimated in ref. 27). 

 

Table S10 Effective radii (in Å) of G and A as obtained from the theoretical reorganization energy 

values in ref. 28 using the sets of model parameters S
1

 = bp bp1.8, 80, Å3.38o s R     , (where 

bp bpR   denotes the center-to-center base-pair distance), S
2
 = bp bp2.27, 12.4 Å, 3.38o s R     , 

S
3
 = bp bp Å2, 8, 3.38o s R     , and the similar sets with bp bp 3.7 Å3R    (that is, S

4
, S

5
, and S

6
, 

respectively). We did not use a Cys effective radius to calculate the pertinent reorganization energy, 

but, e.g., it is Cys Å2.14R   using the protein surface dielectric constants. The effective radii used 

in our analysis are in bold. 

purine S
1
 S

2
 S

3
 S

4
 S

5
 S

6
 

G 2.10 1.76 1.80 2.23 1.85 1.89 

A 2.22 1.89 1.92 2.37 1.99 2.03 

  

We used the G and A radii in Table S10 as transferable quantities in different sets of calculations 

of the reorganization energies and CT rate constants, which are shown in the article and below. In 

contrast, to take into account the sensitivity of the DAR  distances involved in the CT processes of 

Fig. 2 to structural fluctuations, we calculated by using DFT the conformation-dependent D and A 

centers of charge for each CT process as detailed in the next subsection. 
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Calculation of RDA. Since the transferring hole essentially localizes in purine nucleobases, because 

of their lower oxidation potentials than pyrimidines,32, 33 the centers of the charge localizations in 

G and A are good approximations to those for the G-C or A-T bps. For each selected MD snapshot, 

we pruned the CT model systems in Fig. 2, saturated the dangling bonds with H atoms, and 

optimized the positions of the latter in each redox-active moiety (with the charge in it) individually, 

at the B3LYP/6-31g* level of DFT approximation, with the Grimme’s DFT-D3 correction for the 

dispersion energy terms.34 In addition to using the optimized geometries for VIF calculations, we 

derived the Löwdin net charges on the atoms of G, A, and Cys (for each selected structure snapshot) 

from the DFT Löwdin spin densities and calculated the positions of the pertinent centers of charge 

using the standard formula 
c i i

i

qr r , where the summation runs over the atoms of a given group, 

iq  is the Löwdin charge of atom i, and ir  is its position vector. The coordinates and Löwdin 

charges of the three redox-active groups in the first MD snapshot, at 10 ns, are reported in Tables 

S11-S14 as an example. The center-to-center distance RDA of a D-A pair for a given MD snapshot 

was then obtained from D and A coordinates (Tables S15-S18). 

 

Table S11 Atomic coordinates and Löwdin charges (in units of elementary charge) of the pruned 

C277 cation in the top p53 protein complexed with the model Gadd45 DNA sequence, in the first 

selected snapshot (at 10 ns of MD production run). This is the Cys in the model system of Fig. 2. 

atom X Y Z q 

H 42.0176 31.8788 39.8335 0.0281 

C 42.7840 31.1670 40.1500 0.0016 

H 42.7160 31.0610 41.2470 -0.0004 

H 42.7080 30.2550 39.5670 0.0345 

S 44.4740 31.8580 39.8110 0.9547 

H 44.2620 32.1160 38.5150 -0.0186 
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Table S12 Atomic coordinates and Löwdin charges of the A nucleobase in the model CT system 

of Fig. 2 (complex and snapshot are the same as in Table S11). 

atom X Y Z q 

H 50.5288 24.0867 37.7802 -0.0006 

N 49.8770 24.8580 37.8290 0.0121 

C 48.5640 24.8080 38.1040 0.1236 

H 48.0170 23.8800 38.4040 -0.0044 

N 47.9750 26.0100 37.9930 0.0789 

C 49.0000 26.8820 37.6950 0.1399 

C 49.1330 28.2270 37.3200 0.0319 

N 48.1550 29.1120 37.3130 0.3115 

H 48.3250 30.0570 37.0600 -0.0064 

H 47.2390 28.7130 37.0800 -0.0056 

N 50.2980 28.8290 37.1670 0.0592 

C 51.3490 28.0750 37.1220 0.0166 

H 52.3000 28.6130 36.8600 -0.0013 

N 51.4200 26.7320 37.2720 0.2508 

C 50.1890 26.1540 37.5590 -0.0062 

 

Table S13 Atomic coordinates and Löwdin charges for the G base of the GC bp in the model CT 

system of Fig. 2 (complex and snapshot are the same as in Table S11). 

atom X Y Z q 

H 53.2141 27.0253 40.4176 0.0004 

N 52.2640 27.3310 40.5770 -0.0336 

C 51.1990 26.5940 41.1430 0.2331 

H 51.1740 25.5140 41.3410 -0.0077 

N 50.0900 27.2900 41.0770 -0.0235 

C 50.4560 28.5530 40.5970 0.2839 

C 49.7860 29.8290 40.1670 -0.0546 

O 48.5750 29.9820 40.0880 0.1785 

N 50.6140 30.8680 39.8010 -0.0082 

H 50.2660 31.7340 39.7440 -0.0003 

C 51.9280 30.6830 39.5740 0.0098 

N 52.6410 31.7900 39.5170 0.1271 

H 52.2550 32.7100 39.6800 -0.0035 

H 53.6080 31.6940 39.6590 -0.0025 

N 52.5920 29.6110 39.8400 0.2307 

C 51.7880 28.5780 40.2980 0.0705 
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Table S14 Atomic coordinates and Löwdin charges for the G base of the CG bp in the model CT 

system of Fig. 2 (complex and snapshot are the same as in Table S11). 

atom X Y Z q 

H 47.2713 38.0809 43.1230 0.0001 

N 47.1890 37.0910 42.9260 -0.0207 

C 46.1370 36.3060 43.2530 0.2457 

H 45.1230 36.6670 43.2410 -0.0065 

N 46.3860 34.9890 43.1810 0.0315 

C 47.7180 34.9490 43.0020 0.2248 

C 48.5820 33.7900 43.0580 -0.0290 

O 48.4040 32.6340 43.2750 0.1224 

N 49.8860 34.1870 42.9360 -0.0138 

H 50.5950 33.5040 42.9680 0.0000 

C 50.3430 35.4760 42.9480 0.0177 

N 51.5740 35.5970 42.6250 0.1205 

H 52.1340 34.7540 42.4990 -0.0034 

H 51.8810 36.5770 42.4450 -0.0033 

N 49.6030 36.5520 42.9120 0.2218 

C 48.2980 36.1990 42.9600 0.0923 

 

Table S15 𝑅𝐷𝐴 (in Å) for the indicated redox pairs in the selected MD structure snapshots of the 

top p53 protein - Gadd45 DNA complex. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 7.08 7.36 6.32 3.72 7.63 

12.5 7.85 7.77 7.62 3.57 6.44 

15.0 7.90 9.29 8.76 3.74 7.62 

17.5 7.56 8.71 8.82 3.86 7.18 

20.0 8.53 9.58 9.69 3.47 7.22 

22.5 7.72 8.64 8.62 3.72 7.24 

25.0 8.02 8.30 8.92 3.78 7.61 

27.5 7.68 8.11 8.79 4.06 7.54 

30.0 7.03 8.19 8.75 3.80 7.24 

32.5 7.45 8.94 8.88 3.57 6.92 

35.0 7.42 7.93 7.89 3.74 7.99 

37.5 7.91 9.37 8.62 4.25 7.92 

40.0 7.65 8.01 8.61 3.80 7.81 
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Table S16 𝑅𝐷𝐴 (in Å) for the indicated redox pairs in the selected MD structure snapshots of the 

bottom p53 - Gadd45 DNA complex. 

Time (ns) AT-Cys GC-Cys CG-Cys AT-GC GC-CG 

10.0 7.45 6.67 6.40 3.72 7.21 

12.5 7.07 6.57 6.39 3.54 6.56 

15.0 7.99 7.62 6.08 3.54 7.29 

17.5 6.28 7.84 6.42 4.29 7.64 

20.0 7.24 7.11 6.24 3.91 6.59 

22.5 8.88 8.38 6.24 3.86 7.30 

25.0 6.77 8.05 8.72 3.44 6.92 

27.5 7.54 6.76 8.37 3.80 6.77 

30.0 6.63 7.74 8.70 3.67 6.58 

32.5 6.85 8.26 9.16 3.50 6.20 

35.0 7.62 9.46 10.12 3.49 6.32 

37.5 7.79 8.72 9.92 3.35 6.30 

40.0 7.58 9.12 10.69 3.74 6.12 

 

 

Table S17 𝑅𝐷𝐴 (in Å) for the indicated redox pairs in the selected MD structure snapshots of the 

top p53 – p21 DNA complex. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 8.34 9.33 9.21 3.54 6.54 

12.5 7.77 9.97 9.39 3.64 6.37 

15.0 8.30 9.29 9.05 3.40 6.43 

17.5 8.17 9.58 9.33 3.66 6.91 

20.0 7.37 9.97 9.11 4.17 6.72 

22.5 8.54 10.09 9.12 3.58 6.52 

25.0 8.91 9.47 8.85 3.51 6.88 

27.5 8.73 10.44 8.89 3.92 5.95 

30.0 8.77 11.36 10.28 4.13 6.47 

32.5 7.40 9.66 8.95 4.09 6.47 

35.0 9.34 11.66 9.95 3.99 6.91 

37.5 8.04 10.26 8.50 4.19 6.33 

40.0 8.06 9.71 9.18 3.61 6.68 
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Table S18 𝑅𝐷𝐴 (in Å) for the indicated redox pairs in the selected MD structure snapshots of the 

bottom p53 – p21 DNA complex. 

Time (ns) AT1-Cys AT2-Cys CG-Cys AT1-AT2 AT2-CG 

10.0 7.07 8.22 8.12 3.66 6.92 

12.5 8.20 8.43 7.87 3.54 6.54 

15.0 7.84 9.81 9.61 3.40 6.70 

17.5 7.65 8.46 7.50 3.34 6.51 

20.0 8.05 8.83 8.22 3.49 7.05 

22.5 8.20 9.07 8.30 3.76 6.66 

25.0 7.98 9.38 7.72 4.05 6.65 

27.5 7.40 8.73 8.49 3.64 6.85 

30.0 5.70 7.80 6.57 3.82 6.66 

32.5 6.78 7.55 6.61 3.58 6.25 

35.0 6.61 8.08 5.73 4.01 6.76 

37.5 7.29 8.42 6.13 3.41 6.61 

40.0 8.43 9.82 9.46 4.19 6.56 

 

Calculation of . To estimate the reorganization energies, we make use of a further approximation 

in the Marcus theory. Given two redox species 1 and 2 that can be oxidized (Ox) or reduced (Red), 

the reorganization energies 11  and 22  associated with the weak-overlap self-exchange reactions 

             Ox𝑛 + Red𝑛 ⇌ Red𝑛 + Ox𝑛   (𝑛 = 1, 2)               (S3) 

can be related to the reorganization energy   for the cross-reaction 

               Ox1 + Red2 ⇌ Red1 + Ox2          (S4) 

by the approximate relationship35-37 

21
2211

2



 


           (S5) 

where the contribution of each redox species to the reorganization energy of the cross-reaction  is 



S20 

 

given by half the reorganization energy for the self-exchange reaction: 

( 1,2)
2

nn
n n


   .           (S6) 

The total reorganization energy contains the inner-sphere and outer-sphere contributions.25 For the 

A and G nucleobases, we used the inner-sphere reorganization energies 
inner sphere

G G 0.746 

  eV and 

inner sphere

A A 0.423 

  eV.38 The purine contributions to the reorganization energies (
X , X = G, A) for 

the CT processes at the protein-DNA interface were then obtained from the equation 

  
2inner sphere1 1 1 1 1 1

( G,A)
2 2

X X X

o s X XX

q X
R R

 
 





  
       

  
        (S7) 

using the different sets of 
XR (X = G, A) values in Table S10 and dielectric constants that describe 

the CT environment at the protein-DNA interface (see below). Eqn (S7) aims to maximize the use 

of the accurate computational values for the reorganization energies given in ref. 28, while limiting 

to the 1 XXR term the changes due to the fluctuating D-A distances during the motion of the p53-

DNA complex. To apply eqn (S7) to the CT processes of Fig. 2 in different MD snapshots, we set 

XXR  to the pertinent 
DAR  value reported in one of Tables S15-S18. Alternatively, one can estimate 

the effective radii of G and A from the atomic Löwdin charges, but this choice would not allow us 

to use the knowledge of previous accurate calculations of the reorganization energies for the G-G 

and A-A pairs.28 

Next, before considering the contribution to the reorganization energies of the Cys moiety ( Cys ), 

we discuss the dielectric constants to be used in the description of the CT processes at the protein-

DNA interface and thus, in particular, in eqn (S7). A very simple choice consists in assuming that 

the protein surrounding the contact with DNA mostly determines the dielectric constants required 
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to describe the CT processes in Fig. 2 by means of Marcus’ expression for the outer-sphere 

reorganization energy. In this physical limit, we use 2.2o  39 and 4.0s  .40 Another limiting 

case is that the effective dielectric constants are determined by protein and water, and the DNA 

sequence does not change appreciably their values. A recent study shows a significant increase in 

s  proceeding from the inner part of a globular protein to its surface, where more polar or charge 

residues are in contact with water, and 
s  is located in the range 20 to 30 for the protein surface.41 

In this perspective, we use 25s  , which is still much lower than the value for water, but much 

larger than the value in the hydrophobic core of a protein. Ref. 41 does not provide a value for 
o . 

For simplicity, we assume a similar and linear scaling of the two dielectric constants with the 

proximity to the surface and the percentage of surrounding water, thus obtaining 2.1o  . The two 

very different dielectric constant sets  2.1, 25o s    and  2.2, 4o s    lead to the same 

conclusions on interfacial charge dynamics discussed in the article (cf. Table S19 with Tables S20-

S22). These two sets of relative dielectric constants enclose the values discussed above for the 

DNA medium. Therefore, considering the effects of the latter would again not change the 

conclusions described in the article. 

To calculate Cys , we make use of the reorganization energies that were obtained in ref. 42 for 

hole transfer through polyproline II helices at an average donor-acceptor distance 12.8DAR  Å. 

For this system, we can use again the two sets  2.1, 25o s    and  2.2, 4o s   . We expect 

that the first set is the most suitable one for this case because the helix is surrounded by water. 

Nonetheless, we also use the second set of values, in combination with the same choice for the 

p53-DNA contact region, to test further the robustness of our chemical conclusions. Differently 

from the case of the DNA purines, since we associate the same dielectric constants to the hole 
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transfer processes at the p53-DNA interface and in ref. 42, we do not need to use Cys effective 

radii and we can instead proceed as follows. 

Ref. 42 provides the reorganization energy values 04.2TyrTyr  eV and Tyr Cys 2.29   eV. At the 

same donor-acceptor distance 12.8DAR  Å, eqn (S6) implies Tyr 1.02  , and then eqn (S5) gives 

Cys Tyr Cys Tyr( ) 1.27DAR     eV, namely, Cys Cys ( ) 2.54DAR   eV (here, we indicated explicitly 

the specific D-A distance corresponding to these reorganization energies). To get the 

reorganization energy for a self-exchange reaction at a distance 12.8DA DAR R  Å (which will be 

the distance at which we need to compute the contribution of Cys to the reorganization energy for 

the actual cross-reaction with a bp), we use eqn (S1b) for the outer-sphere component of the 

reorganization energy and we also assume that the inner-sphere component of Cys Cys   and the 

effective radius of the Cys moiety are approximately independent of the Cys-Cys distance. The 

second approximation implies that we can calculate Cys , without knowing the radius of the Cys 

moiety, as 

           
2

Cys Cys Cys

1 1 1 1 1 1
( )

2 2
DA

o s DA DA

R q
R R

 
 



   
       

  
.        (S8) 

The use of eqn (S8) is supported by previous theoretical studies that showed the approximate linear 

dependence of the reorganization energy on the inverse D-A distance27, 43 predicted by the Marcus 

model. Importantly, the approach described by eqn (S8) combines this useful characteristic of the 

Marcus formula with the value of the reorganization energy derived from the accurate calculations 

of ref. 42. The quality of the approximations inherent in the above equation is further improved by 

the fact that all Cys-bp center-to-center distances in the p53-DNA complexes studied here (Tables 

S15-S18) are significantly larger than the effective radius of Cys. 
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Since the reorganization energy is a free energy quantity and the molecular complex is equilibrated 

throughout the MD run from which the structure snapshots were drawn, the ‘instantaneous’ values 

obtained using eqns (S7) and (S8) are averaged over the snapshots to obtain the reorganization 

energies in Tables S19-S23, which enter the Marcus expression for the hole transfer rate constants. 

 

S4. Charge-transfer parameters and rate constants using different base-pair 

spacing and dielectric constants 

In this section, we present the values of CT parameters and rate constants obtained using the sets 

of model parameters in Table S10 and employing the sets of dielectric constants  2.2, 4o s    

or  2.1, 25o s    to describe the p53-DNA interface. To calculate the CT rates, we estimated 

the reaction free energies 0G  associated with the CT processes using the experimental oxidation 

potential values for Cys (0.9244), G (1.2945, 46), and A (1.4245). The resulting CT rates are reported 

in Table S19-S23 and illustrated in Fig. 2 and Fig. S6-S9. In Tables S19-S23 we also report the 

rates for back hole transfer from Cys to DNA. These rates are much smaller than the converse CT 

rates and allow the Cys to depart from the DNA before giving the charge back. 

Table S19 presents the results illustrated in Fig. 2 of the article, which correspond to the following 

(simplest) modeling choices. The effective radii of the purine nucleobases were extracted from the 

computed outer-sphere reorganization energy values in ref. 28, by assuming that the water solvent 

dominated these values and that the effective distance between adjacent purine nucleobases on the 

same strand was 3.73 Å, that is, the model parameter set S
4
 = bp bp1.8, 80, Å3.73o s R      was 

used. The other simple first choice was to use common values of the dielectric constants for protein 

matrices, 2.2o   and 4s  , thus assuming that the CT processes between the Cys residue and 
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the bps within the contact region is dominated by the surrounding protein. 

The robustness of our conclusions with respect to the modeling was first tested with respect to the 

bp-bp distance, using the above parameter set except for bp bp 3.3 Å8R   . This is a "naïve" choice, 

yet it approximately amounts to a zero-order physical description in which the transferring electron 

hole is uniformly distributed over purine atoms. The CT results making use of this choice are listed 

in Table S20 and shown in Fig. S6. 

Table S21 and Fig. S7 use S
5
 = bp bp2.27, 12.4 Å, 3.73o s R      to obtain the purine effective 

radii and dielectric constants typical of a protein surface exposed to water ( 2.1o   and 25s  ) 

to compute the CT rate constants. These two dielectric constants are also used to describe the p53-

DNA contact region in Table S22, Fig. S8 and Table S23, Fig. S9, where the purine nucleobase 

effective radii result from using S
2

 =  bp bp2.27, 12.4 Å, 3.38o s R      and S
6

 =

 bp bp Å2, 8, 3.73o s R     , respectively. Note that the choices of model physical parameters 

that produce the smallest effective radii of the G and A nucleobases also lead to the largest 

reorganization energy values, which may turn out to be exceedingly large but, even more, confirm 

the validity of our conclusions irrespective of more accurate determinations of the physical 

parameters describing the protein-DNA sequence contact region. 

While the above choices do not exhaust all possible combinations of parameters, they all share the 

main characteristics of the charge dynamics at the p53-DNA interface that distinguish the Gadd45 

and p21 sequences: the GC pair can more easily release the charge to Cys and more slowly transfer 

it to the next CG pair, compared to 
2AT . Both differences in CT rates, and their interplay, are 

important to determine the different behaviors of the two protein-DNA complexes under oxidative 

stress. 
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Table S19 Protein gene (Gadd45 or p21) corresponding to the model DNA sequence used, protein 

location, redox pair, average D-A distance over the selected MD snapshots (〈𝑅𝐷𝐴〉), reorganization 

energy ( ), reaction free energy 0G , forward ( fk ) and backward ( bk ) hole transfer rate constant, 

as obtained by using the parameter set S
4
 = bp bp1.8, 80, Å3.73o s R      to derive the effective 

radii of G and A and 2.2o  , 4s   to describe the CT processes at the protein-DNA interface. 

DNA protein D-A pair 〈𝑹𝑫𝑨〉 (Å) 𝝀 (eV) ∆G° (eV) kf (s-1) kb (s-1) 

 

Gadd45 

gene 

model 

Top 

AT-Cys 7.68 1.83 -0.50 2.29 × 107 8.01 × 10-2 

GC-Cys 8.48 2.07 -0.37 3.53 × 107 1.95 × 101 

CG-Cys 8.48 2.07 -0.37 6.81 × 105 3.77 × 10-1 

AT-GC 3.78 1.08 -0.13 1.32 × 1010  8.38 × 107 

GC-CG 7.41 1.67 0.00 1.06 × 104 1.06 × 104 

Bottom 

AT-Cys 7.36 1.81 -0.50 6.21 × 107 2.17 × 10-1 

GC-Cys 7.87 2.04 -0.37 1.52 × 108 8.41 × 101 

CG-Cys 7.96 2.03 -0.37 5.26 × 106 2.91 

AT-GC 3.68 1.06 -0.13 3.51 × 1010 2.22 × 108 

GC-CG 6.75 1.63 0.00 2.81 × 104 2.81 × 104 

p21 

gene 

model 

Top 

AT1-Cys 8.29 1.86 -0.50 8.25 × 105 2.89 × 10-3 

AT2-Cys 10.06 1.92 -0.50 2.69 × 103 9.41 × 10-6 

CG-Cys 9.21 2.10 -0.37 7.17 × 103 3.97 × 10-3 

AT1-AT2 3.80 0.89 0.00 5.78 × 109 5.78 × 109 

AT2-CG 6.55 1.42 -0.13 3.26 × 108 2.06 × 106 

Bottom 

AT1-Cys 7.48 1.82 -0.50 4.81 × 107 1.68 × 10-1 

AT2-Cys 8.66 1.88 -0.50 1.01 × 107 3.54 × 10-2 

CG-Cys 7.72 2.03 -0.37 3.06 × 106 1.69 

AT1-AT2 3.68 0.86 0.00 1.12 × 1010 1.12 × 1010 

AT2-CG 6.67 1.42 -0.13 3.53 × 107 2.24 × 105 
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Table S20 Same properties as in Table 20. The parameters S
1
 = bp bp1.8, 80, Å3.38o s R      

were used to obtain the purine effective radii; the dielectric constants 2.2o   and 4s   describe 

the p53-DNA interface. 

DNA protein D-A pair 〈𝑹𝑫𝑨〉 (Å) 𝝀 (eV) ∆G° (eV) kf (s-1) kb (s-1) 

Gadd45 

gene 

model 

Top 

AT-Cys 7.68 1.88 -0.50 1.55 × 107 5.42 × 10-2 

GC-Cys 8.48 2.11 -0.37 2.38 × 107 1.31 × 101 

CG-Cys 8.48 2.11 -0.37 4.59 × 105 2.54 × 10-1 

AT-GC 3.78 1.17 -0.13 5.75 × 109  3.64 × 107 

GC-CG 7.41 1.75 0.00 4.65 × 103 4.65 × 103 

Bottom 

AT-Cys 7.36 1.86 -0.50 4.20 × 107 1.47 × 10-1 

GC-Cys 7.87 2.08 -0.37 1.03 × 108 5.67 × 101 

CG-Cys 7.96 2.07 -0.37 3.54 × 106 1.96 

AT-GC 3.68 1.15 -0.13 1.53 × 1010 9.66 × 107 

GC-CG 6.75 1.71 0.00 1.24 × 104 1.24 × 104 

p21 

gene 

model 

Top 

AT1-Cys 8.29 1.90 -0.50 5.58 × 105 1.95 × 10-3 

AT2-Cys 10.06 1.97 -0.50 1.82 × 103 6.36 × 10-6 

CG-Cys 9.21 2.14 -0.37 4.83 × 103 2.67 × 10-3 

AT1-AT2 3.80 0.97 0.00 2.44 × 109 2.44 × 109 

AT2-CG 6.55 1.50 -0.13 1.42 × 108 9.01 × 105 

Bottom 

AT1-Cys 7.48 1.86 -0.50 3.25 × 107 1.14 × 10-1 

AT2-Cys 8.66 1.92 -0.50 6.84 × 106 2.39 × 10-2 

CG-Cys 7.72 2.07 -0.37 2.06 × 106 1.14 

AT1-AT2 3.68 0.95 0.00 4.73 × 109 4.73 × 109 

AT2-CG 6.67 1.51 -0.13 1.54 × 107 9.77 × 104 
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Fig. S6 The CT model systems for the p53-DNA contact region are represented as in Fig. 2 of the 

article. The value of the hole-transfer rate constants (in s–1) are reported from Table S20. 
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Table S21 Same properties as in Table 20. S
5
 = bp bp2.27, 12.4 Å, 3.73o s R      was used to 

obtain the purine effective radii; the dielectric constants 2.1o   and 25s   described the p53-

DNA interface. 

DNA protein D-A pair 〈𝑹𝑫𝑨〉 (Å) 𝝀 (eV) ∆G° (eV) kf (s-1) kb (s-1) 

Gadd45 

gene 

model 

Top 

AT-Cys 7.68 2.48 -0.50 4.90 × 104 1.71 × 10-4 

GC-Cys 8.48 2.84 -0.37 1.96 × 104 1.08 × 10-2 

CG-Cys 8.48 2.84 -0.37 3.84 × 102 2.12 × 10-4 

AT-GC 3.78 2.19 -0.13 2.07 × 105 1.31 × 103 

GC-CG 7.41 3.29 0.00 1.03 × 10-3 1.03 × 10-3 

Bottom 

AT-Cys 7.36 2.45 -0.50 1.63 × 105 5.71 × 10-4 

GC-Cys 7.87 2.78 -0.37 1.18 × 105 6.50 × 10-2 

CG-Cys 7.96 2.76 -0.37 4.40 × 103 2.43 × 10-3 

AT-GC 3.68 2.15 -0.13 7.00 × 105 4.43 × 103 

GC-CG 6.75 3.21 0.00 4.27 × 10-3 4.27 × 10-3 

p21 

gene 

model 

Top 

AT1-Cys 8.29 2.54 -0.50 1.30 × 103 4.56 × 10-6 

AT2-Cys 10.06 2.68 -0.50 2.11 7.39 × 10-9 

CG-Cys 9.21 2.90 -0.37 2.88 1.59 × 10-6 

AT1-AT2 3.80 1.92 0.00 1.71 × 105 1.71 × 105 

AT2-CG 6.55 2.90 -0.13 1.28 × 102 8.13 × 10-1 

Bottom 

AT1-Cys 7.48 2.46 -0.50 1.20 × 105 4.19 × 10-4 

AT2-Cys 8.66 2.58 -0.50 1.35 × 104 4.73 × 10-5 

CG-Cys 7.72 2.75 -0.37 2.69 × 103 1.48 × 10-3 

AT1-AT2 3.68 1.87 0.00 4.35 × 105 4.35 × 105 

AT2-CG 6.67 2.92 -0.13 1.27 × 101 8.05 × 10-2 
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Fig. S7 The CT model systems for the p53-DNA contact region are represented as in Fig. 2 of the 

article. The value of the hole-transfer rate constants (in s–1) are reported from Table S21. 

 

 

 

 



S30 

 

Table S22 Same properties as in Table 20. S
5
 = bp bp2.27, 12.4 Å, 3.38o s R      was used to 

obtain the purine effective radii; the dielectric constants 2.1o   and 25s   described the p53-

DNA interface. 

DNA protein D-A pair 〈𝑹𝑫𝑨〉 (Å) 𝝀 (eV) ∆G° (eV) kf (s-1) kb (s-1) 

Gadd45 

gene 

model 

Top 

AT-Cys 7.68 2.51 -0.50 4.01 × 104 1.40 × 10-4 

GC-Cys 8.48 2.93 -0.37 8.41 × 103 4.65 × 10-3 

CG-Cys 8.48 2.92 -0.37 1.65 × 102 9.10 × 10-5 

AT-GC 3.78 2.36 -0.13 3.82 × 104 2.42 × 102 

GC-CG 7.41 3.46 0.00 1.86 × 10-4 1.86 × 10-4 

Bottom 

AT-Cys 7.36 2.49 -0.50 1.08 × 105 3.76 × 10-4 

GC-Cys 7.87 2.86 -0.37 5.04 × 104 2.79 × 10-2 

CG-Cys 7.96 2.85 -0.37 1.89 × 103 1.04 × 10-3 

AT-GC 3.68 2.32 -0.13 1.29 × 105 8.17 × 102 

GC-CG 6.75 3.38 0.00 7.66 × 10-4 7.66 × 10-4 

p21 

gene 

model 

Top 

AT1-Cys 8.29 2.54 -0.50 1.36 × 103 4.77 × 10-6 

AT2-Cys 10.06 2.60 -0.50 4.25 1.49 × 10-8 

CG-Cys 9.21 2.99 -0.37 1.24 6.83 × 10-7 

AT1-AT2 3.80 2.09 0.00 3.23 × 104 3.23 × 104 

AT2-CG 6.55 3.07 -0.13 2.39 × 101 1.51 × 10-1 

 

 

Bottom 

AT1-Cys 7.48 2.49 -0.50 8.46 × 104 2.96 × 10-4 

AT2-Cys 8.66 2.55 -0.50 1.67 × 104 5.85 × 10-5 

CG-Cys 7.72 2.84 -0.37 1.15 × 103 6.37 × 10-4 

AT1-AT2 3.68 2.03 0.00 8.20 × 104 8.20 × 104 

AT2-CG 6.67 3.09 -0.13 2.36 1.49 × 10-2 
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Fig. S8 The CT model systems for the p53-DNA contact region are represented as in Fig. 2 of the 

article. The value of the hole-transfer rate constants (in s–1) are reported from Table S22. 

 

 

 

 



S32 

 

Table S23 Same properties as in Table 20. S
6
 = bp bp Å2, 8, 3.73o s R      was used to obtain 

the purine effective radii; the dielectric constants 2.1o   and 25s   described the p53-DNA 

interface. 

DNA protein D-A pair 〈𝑹𝑫𝑨〉 (Å) 𝝀 (eV) ∆G° (eV) kf (s-1) kb (s-1) 

Gadd45 

gene 

model 

Top 

AT-Cys 7.68 2.45 -0.50 6.59 × 104 2.31 × 10-4 

GC-Cys 8.48 2.80 -0.37 2.78 × 104 1.54 × 10-2 

CG-Cys 8.48 2.80 -0.37 5.44 × 102 3.01 × 10-4 

AT-GC 3.78 2.13 -0.13 4.03 × 105 2.55 × 103 

GC-CG 7.41 3.22 0.00 2.10 × 10-3 2.10 × 10-3 

Bottom 

AT-Cys 7.36 2.41 -0.50 2.20 × 105 7.68 × 10-4 

GC-Cys 7.87 2.74 -0.37 1.67 × 105 9.22 × 10-2 

CG-Cys 7.96 2.73 -0.37 6.24 × 103 3.45 × 10-3 

AT-GC 3.68 2.08 -0.13 1.36 × 106 8.62 × 103 

GC-CG 6.75 3.13 0.00 8.68 × 10-3 8.68 × 10-3 

p21 

gene 

model 

Top 

AT1-Cys 8.29 2.51 -0.50 1.75 × 103 6.13 × 10-6 

AT2-Cys 10.06 2.65 -0.50 2.85 9.96 × 10-9 

CG-Cys 9.21 2.87 -0.37 4.09 2.26 × 10-6 

AT1-AT2 3.80 1.86 0.00 3.19 × 105 3.19 × 105 

AT2-CG 6.55 2.83 -0.13 2.49 × 102 1.58 

Bottom 

AT1-Cys 7.48 2.42 -0.50 1.61 × 105 5.64 × 10-4 

AT2-Cys 8.66 2.54 -0.50 1.82 × 104 6.37 × 10-5 

CG-Cys 7.72 2.72 -0.37 3.81 × 103 2.11 × 10-3 

AT1-AT2 3.68 1.80 0.00 8.11 × 105 8.11 × 105 

AT2-CG 6.67 2.85 -0.13 2.47 × 101 1.56 × 10-1 
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Fig. S9 The CT model systems for the p53-DNA contact region are represented as in Fig. 2 of the 

article. The value of the hole-transfer rate constants (in s–1) are reported from Table S23. 
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