
Supplementary Information
Measuring Relative Coupling Strength in Circadian Systems

Christoph Schmal ∗ Erik D. Herzog † Hanspeter Herzel ‡

1 Supplementary Text

1.1 Lessons from the Kuramoto Model

The synchronization behavior of weakly interacting oscillators with finite amplitude can often be
adequately approximated by means of a phase description [1]. Such phase oscillator model can be
described via

dθi
dt

= ωi +
N∑
j=1

Hij(θj − θi) (1)

where θi is the time-dependent phase of oscillator i and Hij(θj − θi) is the coupling function between
oscillator j and i. Here we study the Kuramoto model, defined by an isotropic sinusoidal all-to-all
interaction between the oscillators given by

Hij(θj − θi) =
K

N
sin(θj − θi) (2)

where K denotes the coupling coefficient [2]. In the thermodynamic limit of many oscillators, i.e.,
N →∞, we can reformulate Equation (1) as

v(θ, ω, t) = ω +K

∫ 2π

0

f(θ′, ω, t) sin(θ′ − θ) dθ′ dω . (3)

where v(θ, ω, t) is the phase velocity at a certain phase position θ at time t, given that its natural
frequency equals ω, and f(θ, ω, t) dθ dω is the fraction of oscillators in the phase and frequency ranges
[θ, θ+dθ] and [ω, ω+dω], respectively [3]. From the conservation of oscillators with a given ω follows
the continuity equation

∂f

∂t
+ ∂θ[fv]

!
= 0 (4)

that determines the temporal evolution of distribution f . Expanding the density f(ω, θ, t) into its
Fourier series

f(ω, θ, t) =
g(ω)

2π

[
1 +

∞∑
n=1

fn(ω, t)ei n θ + f̄n(ω, t)e−i n θ

]
(5)
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†Department of Biology, Washington University in St. Louis, St. Louis, MO 63130
‡Institute for Theoretical Biology, Humboldt Universität zu Berlin, Invalidenstr. 42, D-10115 Berlin

1



and choosing the Ott-Antonsen Ansatz

fn(ω, θ, t) = αn(ω, t) (6)

as proposed by E. Ott and T. M. Antonsen [4], we can show that the complex conjugate of the order
parameter

z(t) = 〈ei θ〉f =

∫
R

∫ 2π

0

ei θf(θ, ω, t) dθ dω (7)

can be written as

z̄(t) =

∫
R
dω g(ω)α(ω, t) . (8)

Inserting Equation (5) together with (6) into Equation (4) we find that the Ott-Antonsen Ansatz
solves Equation (4) if

∂α

∂t
+
K

2
(z α2 − z̄) + i ωα = 0 . (9)

Assuming that the oscillators intrinsic frequencies follow a Cauchy-Lorentz distribution

g(ω) =
κ

π [(ω − ω0)2 + κ2]
(10)

where ω0 and κ denote the center and the scale parameter of the distribution, respectively, one can
show that

z̄(t) = α(ω = ω0 − i κ, t) (11)

which consequently leads to

∂z

∂t
+
K

2
z(|z|2 − 1) + κz = 0 . (12)

Interpreting z by means of polar coordinates z = Reiψ, we obtain

∂R

∂t
+
K

2
R3 +R

(
κ− K

2

)
= 0 (13)

for the dynamical evolution of the time-dependent phase coherence R(t). Equation (13) can be solved
numerically and analytically. A linear stability analysis reveals that the incoherent state R?

1 = 0 is
stable for

K < Kc = 2κ , (14)

and that the phase coherence stably reaches a value of

R?
2 =

√
1− 2κ

K
(15)

for K > Kc = 2κ. In Supplementary Figure S3 we plot R?
2 against K for different scale parameters

κ. Note that the above calculations resemble those of Reference [4] for arbitrary values of κ. In [4],
κ was set to one.
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1.2 Analytical Approximation of Amplitude Expansion Effects

In order to find an approximation for the amplitude expansion upon mutual mean-field coupling in
an ensemble of N Poincaré oscillators we make the following assumptions: First, we assume that the
dynamics

dxi
dt

= γi xi(Ai − ri)−
2 π

τi
yi +

K

N

N∑
i=1

xi(t) (16)

dyi
dt

= γi yi(Ai − ri) +
2 π

τi
xi (17)

of the network, as defined by Equations (11)–(12) in Section Model Equations of the Main Text, is
similar to the radially symmetric dynamics defined by

dxi
dt

= γi xi(Ai − ri)−
2 π

τi
yi +

K

2N

N∑
i=1

xi(t) (18)

dyi
dt

= γi yi(Ai − ri) +
2 π

τi
xi +

K

2N

N∑
i=1

yi(t) . (19)

Second, we make the following considerations based on symmetries of the system: Recall that we
have assumed in the Main Text that every oscillator has a fixed amplitude Ai = A and a fixed radial
relaxation rate γi = γ while individual oscillators differ only with respect to their free-running period
τi, sampled from a normal distribution with mean µτ and standard deviation στ . From symmetry
reasons one could now speculate that the amplitude expansion of the ensemble will be analogous to
the amplitude expansion of two mean field coupled oscillators with amplitudes A, radial relaxation
rates γ, and different internal periods τ1 = µτ − στ and τ2 = µτ + στ . For this two-oscillator case,
we can determine the amplitude expansion analytically. To this end, we rewrite Equations (18)–(19)
for N = 2 in polar coordinates, i.e.,

dr1

dt
= γr1(A− r1) +

K

4
(r1 + r2 cos(∆θ)) (20)

dr2

dt
= γr2(A− r2) +

K

4
(r2 + r1 cos(∆θ)) (21)

dθ2

dt
− dθ1

dt
= ∆ω − K

4

[
r1

r2

+
r2

r1

]
sin(∆θ) (22)

with ∆θ := θ2−θ1 and ∆ω := ω2−ω1. Restricting ourselves to stationary solutions with r1 = r2 =: r
in the phase-locked regime as defined by d∆θ

dt
= 0, the amplitude r of both oscillators in case of

overcritical coupling reads as

r = A+
K

4γ

1 +

√
1−

(
2∆ω

K

)2
 . (23)

Numerical simulations reveal a good agreement between this amplitude r and the mean µA(K) of the
amplitude distribution in the full system, consisting of N oscillators in case of overcritical coupling.

Note, that deviations of the analytical approximation and the simulation results, as can be ob-
served in Figure 4 C of the Main Text, originate from a slightly different definition of the mean field
and how it couples to the individual oscillators. Comparing r with numerically estimated values of
µA for an integration of system (18)-(19) reveals an almost perfect overlap of r and µA, see Sup-
plementary Figure S4. However, due to the fact that dynamical systems as defined by Equations
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(16)-(17) have been widely used in theoretical studies of circadian systems [5–7], we nevertheless
choose to investigate numerical solutions of system (16)-(17) instead of those regarding to system
(18)-(19), even if the latter is easier to treat analytically due to its symmetric nature.

Finally, it should be noted that a similar analysis can be applied to oscillator types with radial
dynamics that deviate from those of the Poincaré oscillator. In case of the linearized Hopf oscillator
or the Hopf oscillator where the dynamics of a single (uncoupled) oscillator in Cartesian coordinates
reads as

dxi
dt

= γi
xi
ri

(Ai − ri)−
2π

τi
yi (24)

dyi
dt

= γi
yi
ri

(Ai − ri) +
2 π

τi
xi (25)

and

dxi
dt

= γi xi(Ai − r2
i )−

2 π

τi
yi (26)

dyi
dt

= γi yi(Ai − r2
i ) +

2π

τi
xi , (27)

respectively, we can approximate the mean µA(K) of the amplitude distribution in case of symmetrical
mean field coupling as

µLinearized Hopf
A (K) =

A

1− K
4γ

(
1 +

√
1−

(
2∆ω

K

)2
) (28)

and

µHopf
A (K) =

√√√√√A+
K

4γ

1 +

√
1−

(
2∆ω

K

)2
 , (29)

respectively. Again, a good agreement between the analytical approximations and numerical simula-
tions can be observed in case of overcritical coupling, see Supplementary Figures S14 and S15 (blue
dashed lines).
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2 Supplementary Figures
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Figure S1. Graphical illustration of the Poincaré oscillator. A) Solution of Equations
(9)–(10) of the Main Text for A = 1, τ = 24h and two different radial relaxation rates γ = 0.1h−1

(blue line) and γ = 1h−1 (red line), respectively, plotted in the x− y plane. Initial conditions (black
dot) are given by r0 = 3 and θ0 = 45◦, i.e., x0 = r0 cos(θ0) and y0 = r0 sin(θ0). Note that the radial
relaxation rate γ determines, how fast a perturbation from the steady state amplitude (black line)
relaxes back to the limit cycle dynamics. B) Corresponding dynamics of variable x(t), plotted in an
x− t diagram.
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Figure S2. Example analysis of a simulated time series showing beating behavior. Here,
we illustrate the numerical determination of amplitudes and periods by means of a Hilbert transfor-
mation as described in Section Materials and Methods of the Main Text. A) The oscillatory time
series xi(t) (black line) corresponds to an oscillatory solution from Figure 1B of the Main Text. Ai(t)
denotes the corresponding instantaneous amplitude, determined by means of a Hilbert transforma-
tion. Histograms in Figure 3 C of the Main Text are based on the mean values (dashed blue line) of
Ai(t). B) Instantaneous period (red line) of the oscillatory time series from panel (A), determined
by a numerical differentiation of the instantaneous phase θi(t), in comparison with the corresponding
average period 〈τHT

i 〉, determined as described in Section Materials and Methods of the Main Text.
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Figure S3. Emergent network properties in the Kuramoto model. A) Examples of the
Cauchy-Lorentz distribution with median ω0 = 0 and different scale parameters κ as defined by
Equation (10). B) Steady state order parameter R?

2 of the partially synchronized state, given by
Equation (15), is plotted against coupling strength K for different values of scale parameters κ.
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Figure S4. Analytical approximation of amplitude expansion in the radially symmetric
system. Here we show that the analytical approximation of the amplitude expansion (dashed black
line), as given by Equation (13) of the Main Text or Equation (23) of Supplementary Text 1.2, yields
an almost perfect agreement with the mean value (bold gray line) of the amplitude distribution
as determined by simulations of the radially symmetric system, given by Equations (18)-(19) of
Supplementary Text 1.2, in case of overcritical coupling. Standard deviations of the simulated
amplitude distributions are depicted by gray shaded areas. In correspondence to Figure 4 C of
the Main Text, single cell oscillator parameters of Ai = 1, γi = 0.1h−1, µτ = 24h, and στ = 2h have
been used for numerical simulations.
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Figure S5. Emergent phenomena depend on single cell oscillator properties: Depen-
dence on the period spread στ . Other oscillator parameters have been set to the same values as
in Figures 1–4 of the Main Text, i.e., A = 1 and µτ = 24 h, and γ = 0.1 h−1.
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Figure S6. Emergent phenomena depend on single cell oscillator properties: Depen-
dence on the radial relaxation rate γ. Other oscillator parameters have been set to the same
values as in Figures 1–4 of the Main Text, i.e., A = 1, µτ = 24 h, and στ = 2 h.
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Figure S7. Emergent phenomena depend on single cell oscillator properties: Depen-
dence on the amplitude A. Other oscillator parameters have been set to the same values as in
Figures 1–4 of the Main Text, i.e., γ = 0.1 h−1, µτ = 24 h, and στ = 2 h.
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Figure S8. Time series data of four different SCN slices. Ensemble averages (black lines) and
standard deviations (gray shaded areas) of bioluminescence time-series from automatically identified
and tracked neurons in four coronal slices of the SCN as described in [8]. Experiments as depicted
in panels A–D are replications of the experiment in Figure 5 A of the Main Text.
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Figure S9. Emergent properties in SCN slice data. Same as Figure 6 of the Main Text, using
data from SCN slice number two (SCN2). Statistical properties of the distributions are summarized
in Supplementary Table S1–S3.
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Figure S10. Emergent properties in SCN slice data. Same as Figure 6 of the Main Text,
using data from SCN slice number three (SCN3). Statistical properties of the distributions are
summarized in Supplementary Table S1–S3.
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Figure S11. Emergent properties in SCN slice data. Same as Figure 6 of the Main Text,
using data from SCN slice number four (SCN4). Statistical properties of the distributions are
summarized in Supplementary Table S1–S3.
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Figure S12. Emergent properties in SCN slice data. Same as Figure 6 of the Main Text,
using data from SCN slice number five (SCN5). Statistical properties of the distributions are
summarized in Supplementary Table S1–S3.
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Figure S13. Comparison of two time series fitting approaches. Comparison of amplitude (A)
and period (B) values as estimated by fitting a (stochastic) linearly damped oscillator (abscissa) or
a self-sustained linearized Hopf oscillator (ordinate) to experimental time series data as described in
the Main Text. The corresponding time series have been obtained from SCN1 under the application
of TTX.
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Figure S14. Dependence of emergent network properties on the coupling strength in
case of a linearized Hopf oscillator. Same analysis as in Figure 4 of the Main Text, using a
linearized Hopf oscillator as given by Equations (7)-(8) of the Main Text or Equations (24)-(25) of
Supplementary Text 1.2. The dashed blue line denotes the analytical approximation of the mean
value as given by Equation (28) of the Supplementary Information.
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Figure S15. Dependence of emergent network properties on the coupling strength
in case of a Hopf oscillator. Same analysis as in Figure 4 of the Main Text, using a Hopf
oscillator as given by Equations (26)-(27) of Supplementary Text 1.2. The dashed blue line denotes
the analytical approximation of the mean value as given by Equation (29) of the Supplementary
Information.
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Figure S16. Emergent network properties of N = 100 randomly connected Poincaré
oscillators. A-C) Examples of network topologies from a directed random graph with N = 100
nodes and different values of connection probabilities p. All graphs have been obtained as described
in Section Materials and Methods of the Main Text. D-F) Same analysis as in Figure 4 A-C of the
Main Text for N = 100 randomly connected Poincaré oscillators for different values of p. Note that
each dot denotes the ensemble average 〈•〉NW over 100 different randomly generated networks and
the shaded areas depict the corresponding standard deviations.
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Figure S17. Emergent network properties of N = 383 randomly connected linearized
Hopf oscillators. A-C) Examples of network topologies from a directed random graph with
N = 383 nodes and different values of connection probabilities p where the location of the nodes
corresponds to the locations of identified neurons in SCN1. All graphs have been obtained as
described in Section Materials and Methods of the Main Text. Same as Supplementary Figure
S16 for N = 383 randomly connected linearized Hopf oscillators where the period and amplitude
values have been obtained from experimental time series data fits. Note that each dot denotes the
ensemble average 〈•〉NW over 50 different randomly generated networks and the shaded areas depict
the corresponding standard deviations.
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Control + TTX - TTX
SCN # µτ sτ IQRτ µτ sτ IQRτ µτ sτ IQRτ

SCN1 26.18 0.29 0.36 24.91 2.10 1.64 25.46 0.35 0.45
SCN2 24.20 0.20 0.23 25.06 2.50 2.19 23.41 5.85 0.40
SCN3 24.36 0.83 0.75 23.82 2.41 2.77 24.32 2.35 0.30
SCN4 26.36 1.77 0.54 23.34 5.00 0.92 24.18 2.25 0.29
SCN5 25.57 0.12 0.12 24.63 0.51 0.46 23.97 3.55 0.26

Table S1. Statistical properties of period distributions in SCN slice data. Mean values µτ ,
empirical standard deviations (sτ ), and interquartile ranges (IQRτ ) for period distributions under all
three experimental conditions (Control, +TTX, -TTX) and all five SCN slice preparations (SCN1–
SCN5). In some cases, outliers lead to large standard deviations, implying that interquartile ranges
are more robust measures.

Control + TTX - TTX
SCN # R(t1) V ar[θ(t1)] R(t2) V ar[θ(t2)] R(t3) V ar[θ(t3)]
SCN1 0.95 0.05 0.32 0.68 0.85 0.15
SCN2 0.97 0.03 0.26 0.74 0.88 0.12
SCN3 0.84 0.16 0.36 0.64 0.87 0.13
SCN4 0.94 0.05 0.83 0.17 0.83 0.17
SCN5 0.99 0.01 0.91 0.09 0.93 0.07

Table S2. Statistical properties of phase distributions in SCN slice data. Order parameter
R(t) and circular variances V ar[θ(t)] in the distribution of phases at given time points t1 = 54 h
(Control), t2 = 180 h (+TTX), and t3 = 365 h (-TTX), under all three experimental conditions
(Control, +TTX, -TTX) for all five SCN slice preparations (SCN1–SCN5).

Control + TTX - TTX
SCN # µA sA IQRA µA sA IQRA µA sA IQRA

SCN1 11.78 3.44 4.89 1.0 0.40 0.52 5.67 1.89 2.73
SCN2 4.94 1.57 2.12 1.0 0.31 0.44 2.81 1.07 1.41
SCN3 3.21 1.33 1.91 1.0 0.33 0.43 4.55 1.27 1.51
SCN4 9.95 5.74 10.19 1.0 0.74 1.31 1.13 0.64 1.00
SCN5 3.79 1.03 1.64 1.0 0.34 0.47 0.68 0.26 0.39

Table S3: Statistical properties of amplitude distributions in SCN slice data. Mean values
µA, empirical standard deviations (sA), and interquartile ranges (IQRA) for amplitude distributions
under all three experimental conditions (Control, +TTX, -TTX) and all five SCN slice preparations
(SCN1–SCN5).
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