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Glossary of Terms 
 

Artificial Intelligence: The science and engineering of making intelligent machines (computer 
programs), where intelligence is the computational part of the ability to achieve goals (1). 

 
Artificial Neural Networks: A statistical model comprised of interconnected processing  

elements configured through iterative exposure to data (2). 
 

Attribute: Machine learning term(3),  
Synonym: feature. 
 

Backpropagation: Backpropagation refers to how the network is trained, i.e. involving a  
forward pass of the data processing an input vector, updating the connection weights and 
produce an output. This is followed by a backward pass at the output layer involving a 
pass back of the error term, i.e. the difference between the actual and desired output as a 
partial derivative of the transfer function (2). 
 

Bayes Decision Rule: The function that assigns to each feature vector a label in a way that  
minimizes the probability of classification error (error rate)(3).  
 

Bayesian Statistics: Statistical framework combining data with subjective prior information 
about parameter values in order to derive posterior probabilities of different models or 
parameter values(4). 

  
Categorical Variable: A variable having only certain possible values without logical ordering of  

values, also referred to as nominal, discrete categorical variable or factor (5). 
 

Causal Relationship: An established relationship showing an independent variable causing a  
change in a dependent variable. It also establishes how much of a change is shown in the 
dependent variable (6). 
 

Classification: Ordering of related information into categories, groups or systems according to  
characteristics or attributes (6). A classification function maps from  to , assigning a 
label to each feature vector (3). 
 

Cluster Analysis: A method of statistical analysis where data sharing common traits or  
characteristics are grouped together (6). 
 

Continuous Variable: A variable that can take a number of possible values (e.g. variable with at  
least 10 values) and can be plotted on a scatterplot. Certain meaningful calculations can 
be made using that variable (5). 
 

Data Mining: The process of analyzing data to discover patterns and/or systematic relationships  
among variables (6). 
 

Error rate: The probability that a classifier incorrectly labels an observation  (3). 
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Feature: A numeric or categorical quantity used as input to a classifier (e.g. the length of an  

object)(3).  
Synonym: attribute. 
 

Feed-forward Networks: Artificial neural networks involving unidirectional flow of  
information without any feedback, i.e. from input layer, through hidden layers to the 
output layer (e.g. single-layer perceptron, radial basis function networks) (7). 
 

Generalized linear Model: Statistical models that assume errors from the exponential family; 
predicted values are determined by discrete and continuous predictor variables and by the 
link function (4). A broad class of models made of three components: random 
(probability distribution of the response variable), systematic (explanatory variables), and 
link function (link between random and systematic functions) and include models such as 
linear regression, ANOVA, Poisson regression, logistic regression etc. (8). 

 
Hybrid Models: A model combining or integrating multiple techniques (e.g. supervised and 

unsupervised learning) in a two stages: first by a clustering or classification technique in 
order to filter out unrepresentative training data, followed by constructing a prediction 
model (9, 10).  

 
Hypothesis: A tentative explanation based on theory to predict a causal relationship between  

variables (6). 
 
Linear regression model: Also called ‘ordinary least squares’ or ‘general linear model’,  

referring to regression for a continuous dependent variable and usually to the case where  
residuals are assumed to be Gaussian. The linear regression model is not to be confused  
with ‘generalized linear model’ where the distribution can take on several non-Gaussian  
forms (5). 
 

Logistic regression model: A multivariable regression model relating one or more predictor  
variables to the probabilities of various outcomes. The most common is the binary  
logistic model which predicts the probability of an event as a function of several  
variables (11). 
 

Machine Learning: A sub-discipline of artificial intelligence and a form of data analysis 
involving computers to continuously learn from data in order to perform tasks ranging 
from natural language processing to predicting outcomes. A key aspect being that as 
models are exposed to new information, they can adapt and produce reliable and 
consistent output(12). 

 
Modelling: The creation of a physical or computer analogy to understand a given phenomenon,  

helping estimate the relative magnitude of the different factors involved (6). 
 

Models: Representations of processes, principles or ideas often used for imitation or  
emulation (6).  
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Nonparametric testing: A test that makes minimal assumptions about the distribution of the  

data or about certain parameters of a statistical model. Nonparametric tests for ordinal or 
continuous variables are typically based on the ranks of the data values. Examples of 
nonparametric tests are the 2-sample Wilcoxon-Mann-Whitnehy test, the 1-sample 
Wilcoxon signed-rank test, the Spearman or Kendall tests (5). 

 
Parametric test: A test which makes specific assumptions about the distribution of the data or  

parameters of a model. Examples include t-test (5).  
 
Recurrent Feedback Networks: Artificial neural networks involving feedback loop in flow of  

information (e.g. Kohonen’s self-organizing maps, Hopfield networks) (7, 13). 
 

Statistical Analysis: Application of statistical processes and theory to the compilation,  
presentation, discussion and interpretation of numerical data (6). 
 

Test Set: A collection (1,1),…, (m,m), used to validate the performance of a  
classifier(3). 
 

Training Set: A collection (1,1),…, (m,m), where the (i,i) are labeled examples used for  
training(3). 
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