Supplementary Table 1: Description of studies that provided machine learning model for predicting schizophrenia using resting-state brain patterns (SCZ: Schizophrenia, HC: Healthy
controls; AH: Auditory Hallucinations, FE: First episode, MDD: Major Depression, CV: Cross-validation, LOO : leave one out)

Study Year Sample size Multi/Single Site Data Feature Classifier cv Accuracy Reference
Acquisition selection/reduction
Shen 2010 32 SCZ, 20 HC single-site (Second Resting state Kendall tau correlation ~ C-Means LOO 86.50% Shen, H., Wang, L., Liu, Y., & Hu, D. (2010). Discriminative
Xiangya Hospital of - low-dimensional clustering analysis of resting-state functional connectivity patterns of
Central South embedding schizophrenia using low dimensional embedding of fMRI.
University in Neurolmage, 49(4), 3110-3121.
Changsha, China) https://doi.org/10.1016/j.neuroimage.2009.11.011
Fan 2011 31SCZ,31 HC Single-site ( Institute  Resting state ICA + Grassmann SVM - various LOO upto 87.1% Fan, Y., Liu, Y., Wu, H., Hao, Y, Liu, H., Liu, Z., & Jiang, T. (2011).
of Mental Health, manifold kernels Discriminant analysis of functional connectivity patterns on
Second Xiangya Grassmann manifold. Neurolmage, 56(4), 2058-2067.
Hospital, China) https://doi.org/10.1016/j.neuroimage.2011.03.051
Anderson 2013 74 SCZ, 72 HC single-site (COBRE Resting state ICA, graph-theoretic SVM 10-fold 65% Anderson A, & Cohen MS. (2013). Decreased small-world
dataset -multiple connectivity measures functional network connectivity and clustering across resting
studies from such as graph density, state networks in schizophrenia: an fMRI classification tutorial.
University of New average path length, Frontiers in human neuroscience, 7, 520-520. doi:
Mexico) and small-worldness. 10.3389/fnhum.2013.00520
Arbabshirani 2013 28 SCZ, 28 HC single-site (Hartford  Resting state ICA Multiple LOO upto 96% Arbabshirani, M., Kiehl, K., Pearlson, G., & Calhoun, V. (2013).
hospital and Yale) Learners Classification of schizophrenia patients based on resting-state
functional network connectivity . Frontiers in Neuroscience .
Retrieved from
http://journal.frontiersin.org/article/10.3389/fnins.2013.00133
Yu 2013 24 SCZ, 25 single-site (Second Resting state PCA SVM LOO 62.00% Yu, Y., Shen, H., Zhang, H., Zeng, L.-L., Xue, Z., & Hu, D. (2013).
healthy siblings ~ Xiangya Hospital of Functional connectivity-based signatures of schizophrenia
of SCZ, 22 HC Central South revealed by multiclass pattern analysis of resting-state fMRI
University) from schizophrenic patients and their healthy siblings.
Biomedical Engineering Online, 12, 10.
https://doi.org/10.1186/1475-925X-12-10
Yu 2013 32SCZ, 38 HC Single-site (Second Resting state intrinsic discriminant SVM LOO 80.9% Yu, Y., Shen, H., Zeng, L.-L., Ma, Q., & Hu, D. (2013). Convergent
(+19 MDD) Xiangya Hospital of analysis and divergent functional connectivity patterns in schizophrenia
Central South and depression. PloS One, 8(7), e68250.
University) https://doi.org/10.1371/journal.pone.0068250
Anticevic 2014 90 SCZ, 90 HC single-site Resting state MVPA linear SVM LOO 73.9% Anticevic, A., Cole, M. W., Repovs, G., Murray, J. D.,

(outpatient clinics
and community
mental health
facilities in the
Hartford area)

Brumbaugh, M. S., Winkler, A. M., ... Glahn, D. C. (2014).
Characterizing thalamo-cortical disturbances in schizophrenia
and bipolar illness. Cerebral Cortex (New York, N.Y. : 1991),
24(12), 3116-3130. https://doi.org/10.1093/cercor/bht165
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Supplementary Figure 1 : MRI overlay of representative atlases that were used for parcellation in the study.

The coordinate mapping information used to these create figures comes from public data made available by the studies cited in the manuscript. Here, the basic
boundaries of 3D areas from the schematic atlases is redrawn on one of our study subjects.



Supplementary Table 2. Demographic and clinical profile of study subjects

Characteristic Schizophrenia Control Stat o]

N 81 93

Sex [M:F] 53:28 60:33 0.001 17 0.97
Age 30.72+6.16 29.41+5.71 1.45°% 0.15
Total Intracranial Volume (TICV, mL) 1400 + 135 1480+ 144 3.76° <0.001
Age at onset 26.6 £6.17 - - -
Duration of untreated illness (months)  36.95 + 51.08 - - -

Total positive symptoms (SAPS) 27.65+12.22 - - -

Total negative symptoms (SANS) 32.11+£27.79 - - -

$ Independent Samples Test [t]

9] Chi-Square test [x?]

Men had significantly greater TICV than women (Stat® = 6.7, p < 0.001), and age showed significant negative correlation with TICV
(pearson r =-0.24, p = 0.001)



Supplementary Table 3. Performance accuracy in percentage of single-source and stacked models for various feature-type and parcellations

FC_corr FC_part FC_prec ALFF ReHo fALFF

Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev
harvard_sub_25 067 012{ 055 012} 052 010 067 0.10; 069 010 061 0.11
smith20 068 012! 063 011; 065 010: 064 012} 067 012; 067 0.12
msdl 072 012! 059 011 059 011 067 009! 071 0.10: 070 0.11
harvard_cort_25 0.67 012 067 010} 070 011 070 011} 070 012} 073 0.12
yeo 067 011: 071 010; 071 009: 069 0.11: 071 0.10; 0.72 0.10
smith70 079 011{ 073 012! 076 009: 069 011! 073 010! 070 0.1
aal 071 009{ 075 011 078 012 072 011! 072 011 073 0.10
destrieux 073 011} 074 009| 075 009! 074 010} 075 011! 072 0.11
dosenbach 075 009{ 074 010; 075 010 073 0.10; 074 011 075 0.11
basc_multiscale_122 076 009 078 009! 078 009: 074 010: 073 011! 075 0.10
power 075 011 075 008! 077 010} 079 010 076 0.10; 075 0.11
basc_multiscale_197 | 0.82 011! 0.80 0.8 082 009| 077 010} 076 011 072 0.11
basc_multiscale_325| 081 010 079 009 081 009, 078 009 076 010! 075 0.1
basc_multiscale_444 0.81 0.09; 077 0.08: 0.83 0.10: 077 010! 077 011} 078 0.08
stack_* 082 009! 079 010, 084 008 076 010 074 011 075 0.10




Supplementary Table 4. Model performance (in percentage) of the various parcellation-wise stacked learners: average (standard errors). All results are 10-fold CV.

Accuracy Precision Sensitivity  Specificity
stacked-multi 86.9 (1.1) 91.9(1.4) 79.8 (1.8) 93.1(1.2)
stacked-aal 81.0(1.4) 83.1(1.9) 76.1(2.1) 85.3(1.6)
stacked-basc_multiscale_122 82.4(1.3) 86.0(1.8) 76.1(1.6) 87.9(1.7)
stacked-basc_multiscale_197 85.9 (1.0) 89.9 (1.3) 79.9 (1.8) 91.1(1.3)
stacked-basc_multiscale_325 85.3(1.1) 89.6 (1.4) 78.2(1.8) 91.5(1.2)
stacked-basc_multiscale_444 85.8 (1.3) 89.8 (1.6) 80.2 (2.3) 90.7 (1.6)
stacked-destrieux 81.2(1.3) 86.2 (1.8) 72.7 (2.2) 88.6 (1.6)
stacked-dosenbach 82.8(1.4) 87.3(1.7) 76.1(2.2) 88.6(1.8)
stacked-harvard_cort_25 71.4(1.7) 74.7 (2.3) 61.9 (2.7) 79.7 (2.2)
stacked-harvard_sub_25 65.1(1.8) 64.5 (2.4) 58.8(2.7) 70.5(2.2)
stacked-msdl 69.5 (1.6) 69.7 (1.9) 62.1(2.5) 75.9 (1.9)
stacked-power 81.1(1.5) 82.3(1.9) 77.8 (2.3) 84.0(1.9)
stacked-smith20 69.9 (1.4) 71.8(2.2) 62.5(2.1) 76.4 (2.0)
stacked-smith70 78.9(1.2) 83.8(1.8) 70.8 (2.2) 85.9 (1.8)
stacked-yeo 72.8(1.3) 71.8(1.5) 69.9 (2.2) 75.3(1.6)
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Supplementary Figure 2. Comparison of 10-fold cross-validation prediction accuracies for parcellation-wise stacked learners.



Supplementary Table 5. Performance in percentage of multi-source ensemble models with various feature selection (FS) / reduction criteria (Average and standard errors)

Accuracy Precision Sensitivity Specificity
PCA 0.87 (0.01) 0.92(0.01) 0.8(0.02) 0.93 (0.01)
Top 0.5 % FS 0.82 (0.01) 0.92 (0.01) 0.67 (0.02) 0.95 (0.01)
Top1%FS 0.82 (0.01) 0.92 (0.01) 0.69 (0.02) 0.94 (0.01)
Top2%FS 0.83(0.01) 0.93 (0.01) 0.69 (0.02) 0.95 (0.01)
Top5%FS 0.83 (0.01) 0.93 (0.01) 0.69 (0.02) 0.95 (0.01)
Top 10 % FS 0.83(0.01) 0.93 (0.01) 0.69 (0.02) 0.95 (0.01)
Top 20 % FS 0.82 (0.01) 0.91 (0.01) 0.7 (0.02) 0.94 (0.01)
Top30%FS 0.83(0.01) 0.93 (0.02) 0.69 (0.02) 0.95 (0.01)
Top 30 % FC, 100 % Regional FS | 0.84 (0.01) 0.92 (0.01) 0.72 (0.02) 0.94 (0.01)
All 100 % FS (No FS) 0.85(0.01) 0.93 (0.01) 0.73(0.02) 0.95 (0.01)




Comparison of prediction accuracy for stacked models with various feature selection/reduction methods.
Final ensemble model shown in red.
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Comparison of prediction accuracy for stacked models of various feature types.
Final ensemble model shown in red.
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Comparison of prediction accuracy for single-source models (blue) and stacked model (green) for a feature type.
Final ensemble model shown in red



Feature selection / reduction method :PCA - Dimensional Reduction
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Feature selection / reduction method :Top 2% Feature Selection



fALFF : Top 2% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :Top 5% Feature Selection
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FC_part : Top 5% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :Top 10% Feature Selection
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Feature selection / reduction method :Top 0.5% Feature Selection
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FC_corr: Top 0.5% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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ReHo : Top 0.5% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :Top 30% Feature Selection
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FC_part : Top 30% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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FC_prec: Top 30% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :Top 1% Feature Selection



fALFF : Top 1% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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FC_corr: Top 1% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :Top 30% FC, 100% regional Feature Selection
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Feature selection / reduction method :Top 20% Feature Selection
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FC_prec : Top 20% Feature Selection
Comparison across 14 parcellations and stacked predictions
10 fold cross-validation - 5 shuffled iterations
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Feature selection / reduction method :100% Features
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