
Approximate Bayesian Computation based on
sequential Monte Carlo sampling (ABC-SMC)
method

This research has used ABC-SMC methods to estimate parameters and to select best
kernel network model among three distance dispersal kernels.

Parameter estimation

The steps for approximate Bayesian computation with sequential Monte Carlo sampling
(ABC-SMC) algorithm for parameter estimation are [1–6]:

Step 1 Initialize tolerance ε for each SMC round, where εP < ..... < ε2 < ε1. Set
Population indicator, p=1.

Step 2 Particle indicator, n=1.

Step 3 Generate a particle (set of parameters),θnp

(a). if p=1, sample from prior of parameters, π(θ);

(b). if p>1, sample the particle from previous population {θnp−1} with weights

Wp−1 and then perturb the particle, θ
′

by using perturbation kernel, PKp to

get θ
′′
.

(c). if π(θ
′′
) == 0, return to Step 3.

Step 4 Run the model R times with the new particle and compare the simulated
weekly human WNV incidence with observed weekly WNV incidence using the

goodness-of- fit metric, We calculated rp(θ
′′
) = (1/R) ∗

R∑
r=1

1(dist(x, d) < εp), if

rp(θ
′′
) == 0 reject the particle; go back to Step 3(a).

Step 5 Calculate the weight for the accepted particle,

(a). if p=1, Wn,p = rp(θ
′′
);

(b). if p>1, the weight is given by, Wn,p =
π(θip)∗rp(θ

′′
)

N∑
j=1

Wi,p−1PKp(θ
j
p−1,θ

i
p)

.

Step 6 Repeat steps 3 - 5 until N= 1000 particles have been accepted.

Step 7 Normalize the weights. If p < P , set p= p+1, go to Step 2.

Model seclection

The steps for approximate Bayesian computation with sequential Monte Carlo sampling
(ABC-SMC) algorithm for model selection are [1–6]:

Step 1 Initialize tolerance for each SMC round εP < ..... < ε2 < ε1. Set Population
indicator, p=1.

Step 2 Particle indicator, n=1.
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Step 3 Generate a particle

(a). if p=1, sample model parameter m and parameters for that model from
prior, π(m, θ);

(b). if p>1, sample model m
′

with probability Prt−1(m
′
) and then perturb by

perturbation kernel PKmp, sample the particle from previous population

{θ(m′′)p−1} with weights Wp−1 and then perturb the particle θ
′

by using

perturbation kernel to get θ
′′
.

(c). if π(m
′′
, θ
′′
) == 0, return to Step 3.

Step 4 Run the model m
′′
, R times with the new particle and compare the

simulated weekly human WNV incidence with observed weekly WNV incidence
using the goodness-of- fit metric, We calculated

rp(θ
′′
) = (1/R) ∗

R∑
r=1

1(dist(x, d) < εp), if rp(θ
′′
) == 0 reject the particle; go back

to Step 3.

Step 5 Calculate weight for the accepted particle, set (mn
p , θ

n
p ) = (m

′′
, θ
′′
),

(a). if p=1, Wn,p(m
n
p , θ

n
p ) = (1/R) ∗

R∑
r=1

1(dist(x, d) < εp); Here R is the number

of replicate simulation run for a fixed particle.

(b). if p>1, the weight is given by,

Wn,p(m
n
p , θ

n
p ) =

π(mn
p ,θ

n
p )∗(1/R)∗

R∑
r=1

1(dist(x,d)<εp)

N∑
j=1

Wi,p−1PKp(θ
j
p−1,θ

i
p)

.

Step 6 Repeat steps 3 - 5 until N= 1000 particles have been accepted.

Step 7 Normalize the weights for every m. If p < P , set p= p+1, go to Step 3.
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