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An example showing the importance of the conformation relaxation effect on 𝝁𝒆𝒙(𝑹) 
As pointed out in the main text, 𝜇()(𝑅) is essentially different from a simple ensemble-average value of 

solvation free energy calculated using conformations generated under the coordinate R in solvent. This is 

because 𝜇()(𝑅) should include the effect of conformation relaxation during gradual annihilation of either 

the protein or all solvent molecules 1. In fact, as recently reported for chignolin 2,3, a lack of the appropriate 

conformation ensemble average provided a large discrepancy between the effective energy, namely, the sum 

of the intramolecular energy and solvation free energy and experimental observation. If the ensemble 

average was simply evaluated using conformations generated in solvent instead of performing free energy 

perturbation (Eqs. 4, 5, and 7 in the main text), a difference in the effective energy between the native and 

unfolded conformations was obtained to be 38 𝑘,𝑇 at 298 K 3. This value was several ten times larger than 

an experimentally determined free energy difference 4. In addition to the effect of conformation entropy on 

𝐹/01(𝑅), the conformation relaxation effect in 𝜇()(𝑅) is important to reproduce the free energy difference 

between the native and unfolded states.  

 

Results 
2D free energy profile. 

Figures S1 show the free energy profiles of chignolin on a 2D plane of the distance R between the alpha 

carbon atoms at the C-terminus and the N-terminus and the backbone dihedral angle 𝜓 of Gly7, 𝐹3(𝑅, 𝜓)/

𝑘,𝑇. The native state is characterized by R~ 0.5 nm and 𝜓~	0˚ 5 and the misfolded state 5-8 is by R~ 0.6 nm 

and 𝜓~ − 150˚ 5. The misfolded state is slightly more stable than the native state even at 298 K and 1 bar 

(Fig. S1a). This observation is consistent with the previous all-atom MD simulation study 5. As temperature 
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increases at 1 bar, unfolded conformations become stable over the wide distance and angle (Fig. S1b). In 

contrast, as pressure increases at 298 K, some extended conformations at specific local dihedral angles 

become stable (Fig. S1c). In addition, the native state becomes unstable with increasing pressure, while the 

misfolded state is still stable at the high pressure. Similar temperature and pressure dependences have been 

observed in a generalized-ensemble MD simulation 9. The good agreement with the previous MD simulation 

implies that the present method can provide reliable multidimensional free energy profiles. 

 
Figure S1. Two-dimensional free energy profiles of chignolin on a 2D plane of the end-to-end distance R and the 

backbone dihedral angle 𝜓 of Gly7. (a) T= 298 K and P= 1 bar. (b) T= 298 K and P= 8000 bar. (c) T= 373 K and P= 1 

bar. The native state is characterized by R~ 0.5 nm and 𝜓~	0˚ 5 and the misfolded state 5-8 is by R~ 0.6 nm and 𝜓~−

150˚ 5. 

 

Figures S2 show free energy profiles of chignolin on the 2D plane of the distance R and another 

backbone dihedral angle, 𝜙 of Gly7. The native state corresponds to R~ 0.5 nm and 𝜙~	100˚ 5, while the 

misfolded state 5-8 cannot be identified in this 2D free energy profile. We again observe that the unfolded 

conformations become stable over the wide distance R and angle 𝜙 by heating (Fig. S2b) while some 

specific extended states at large values of R become stable by pressurization (Fig. S2c). 
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Figure S2. Free energy profiles of chignolin on the 2D plane of the end-to-end distance R and the backbone dihedral 

angle	𝜙 of Gly7. (a) T= 298 K and P= 1 bar. (b) T= 298 K and P= 8000 bar. (c) T= 373 K and P= 1 bar. 

 

Influence of multiple states for 𝑭𝒗𝒂𝒄(𝑹) and 𝝁ex𝑮𝑩(𝑹). 

In order to calculate the excess chemical potential of the GB model, 𝜇ex
FG(𝑅), we performed GB MD 

simulations sequentially at 𝜀I= 80, 40, 20, 10, 5, 4.2, 3.5, 2.9, 2.4, 2.0, 1.7, 1.4, 1.2 and 1.0 for each R. The 

final conformation of the higher 𝜀I  was used as the initial conformation of the lower 𝜀I . It is possible that 

there are multiple states for a given R value in vacuum and the conformational transitions between those 

states hardly occur, thus the difference in the conformations obtained in vacuum could provide an influence 

on 𝜇ex
FG(𝑅) and 𝐹/01(𝑅). We performed the other set of GB MD simulations to calculate 𝜇ex

FG(𝑅) 

independently. As shown in Figure S3a, the two sets of simulations yield almost the same results. We also 

show the corresponding intramolecular energy profiles in vacuum, 𝐸/01KLMI0(𝑅), in Fig. S3b. Again, we 

confirm no significant difference between these results.      
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Figure S3. (a) 𝜇exFG(𝑅) and (b) the energy part of 𝐹/01(𝑅), 𝐸/01KLMI0(𝑅), calculated from two independent sets of 

GB MD simulations.  

 

Appendix A. Relationship between the solvation free energy and a partition function of a 

protein in solvent.  
A partition function of a protein in a solvent, 𝑄O, is given by 10 

𝑄O = ΛORST ∫ 𝑑rT exp(−𝛽𝐸XM[{rT}])ΞX^𝑈`
Ta(rT)b.      (A1) 

Here, P is the number of atoms in the protein, ΛO is the thermal wave length, 𝛽 ≡ 1 𝑘,𝑇⁄  where 𝑘,  is the 

Boltzmann’s constant, 𝐸XM[{rT}] is the intramolecular energy of the protein, and ΞX^𝑈`
Ta(rT)b is the grand 

canonical partition function of the solvent under an external field, 𝑈`
Ta(rT), which is caused by the 

protein-solvent interactions. This equation can be recast as 

𝑄O = ΛORST ∫ 𝑑rT exp(−𝛽𝐸XM[{rT}])expe−𝛽ΩX^𝑈`
Ta(rT)bg    (A2) 

with 

ΩX^𝑈`
Ta(rT)b = −𝑘,𝑇lnΞX^𝑈`

Ta(rT)b.       (A3) 

The solvation free energy of the protein in a given conformation rT  is given by 

Δ𝐺Xjk/[{rT}] = ΩX^𝑈`
Ta(rT)b − ΩX[0].       (A4) 

The partition function 𝑄O can be expressed by using Δ𝐺Xjk/[{rT}], 

𝑄O = ΛORSTexp(−𝛽ΩX[0]) ∫ 𝑑rT exp(−𝛽𝐸XM[{rT}])expm−𝛽eΩX^𝑈`
Ta(rT)b − ΩX[0]gn  

   = ΛORSTΞX[0] ∫𝑑rT exp(−𝛽𝐸XM[{rT}])exp(−𝛽Δ𝐺Xjk/[{rT}]) 

   = 𝑄O[0]〈exp(−𝛽𝛥𝐺Xjk/[{rT}])〉rr,      (A5) 

where 〈     〉rr denotes an ensemble average with respect to the conformation of the protein in vacuum and 

𝑄O[0] ≡ ΛORST ∫𝑑rT exp(−𝛽𝐸XM[{rT}])exp{−𝛽(ΩX[0])}.    (A6) 

Equation A6 is a partition function for the pure solvent plus the protein in vacuum. The excess chemical 

potential of the protein is defined by the free energy difference between the pure solvent plus the protein in 

vacuum and the protein immersed in the solvent, 

𝜇() = −𝑘,𝑇ln𝑄O + 𝑘,𝑇ln𝑄O[0] = −𝑘,𝑇ln〈exp(−𝛽𝛥𝐺Xjk/[{rT}])〉rr.    (A7) 
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This equation can be also regarded as a one-step free energy perturbation method to determine the free 

energy difference, where the vacuum phase is the initial state and the solution phase is the final state. In 

general, the distribution of the protein conformation with lower intramolecular energy of the protein in 

vacuum has no enough overlap with the conformation distribution for lower solvation free energy of the 

protein in the solvent. We, thus, apply the free energy perturbation method given by Eqs. 4 and 5 to the 

calculation of the ensemble average of Eq. A7. 

 

Appendix B. Free energy profile in a two-dimensional (2D) plane 

We choose the distance between the alpha carbon atoms at the C-terminus side and at the N-terminus side for 

chignolin, as the primary coordinate, R. The one-dimensional probability distribution 𝑃u(𝑅) is defined as 

𝐹(𝑅) = −𝑘,𝑇ln𝑃u(𝑅).       (B1) 

We choose the backbone dihedral angle 𝜓 of Gry7 as the secondary coordinate. The relation between the 

1D and 2D distribution probabilities is given by 

𝑃u(𝑅) = ∫𝑑𝜓𝑃3(𝑅, 𝜓),       (B2) 

and the 2D free energy is expressed as   

𝐹3(𝑅, 𝜓) = −𝑘,𝑇ln𝑃3(𝑅, 𝜓).       (B3) 

We introduce a normalized distribution function as 

𝑃3vvv(𝑅, 𝜓) = 𝑃3(𝑅, 𝜓) ∫𝑑𝜓𝑃3(𝑅, 𝜓)⁄ .      (B4) 

Using Eqs. (B3) and (B4), we obtain 

𝐹3(𝑅, 𝜓) = −𝑘,𝑇ln w𝑃3vvv(𝑅, 𝜓)x𝑑𝜓𝑃3(𝑅, 𝜓)y 

        = −𝑘,𝑇lne∫𝑑𝜓𝑃3(𝑅, 𝜓)g − 𝑘,𝑇ln𝑃3vvv(𝑅, 𝜓).    (B5) 

Substituting Eq. (B2) into Eq. (B5) and using Eq. (B1), we finally obtain 

𝐹3(𝑅, 𝜓) = 𝐹(𝑅) − 𝑘,𝑇ln𝑃3vvv(𝑅, 𝜓).      (B6) 

 

Appendix C. Computational method of ∆𝑮𝒉𝒚𝒅DFT  

In this study, we applied the reference-modified density functional theory (RMDFT) 11-13 to calculate the 

solvation free energy of chignolin in water for conformations generated by the MD simulations of the 

generalized Born (GB)/surface area (SA) continuum solvent model 14. We employed the effective-density 

approximation (EDA) 15 to prepare the excess intrinsic free energy functional for the reference hard-sphere 

(HS) system, 𝐹��()[𝑛]. The reliability of the RMDFT has been assessed by comparing with experiments 2,11. 

The RMDFT hydration free energy is given by 
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           (C1) 

Here, 𝑓��� (𝑛) is the first derivative of 𝑓��(𝑛), which is the excess free energy of the HS system per particle. 

A highly accurate expression for 𝑓��(𝑛), obtained from the Carnahan–Starling (CS) equation of state,16,17 is 

available: 

𝑓��(𝑛) ≡
���
��

�
= u

 
¡(¢RS¡)
(uR¡)£

,       (C2) 

      = 𝜋𝑛�(𝑑��)S 6⁄ ,       (C3) 

where 𝑑�� is the diameter of the reference HS fluid. 𝑛O
(��eruO�𝑛Og in Eq. (C1) is defined by the EDA 

excess intrinsic free energy functional for the reference HS system: 

𝐹��()[𝑛¦] = ∫ 𝑑ruO 𝑛OeruO�m𝑈`
Tang𝑓�� �𝑛O

(��eruO�𝑛Og�,     (C4) 

where 𝑛O
(��eruO�𝑛Og is the effective density, which is assumed to be a functional of 𝑛Oer�m𝑈`

Tang. 

𝑛O
(��(r|𝑛O) is approximated by the first-order density functional Taylor series expansion: 

𝑛O
(��(r|𝑛O) = 𝑛�+∫𝑑ruO 𝑊OOe�r− ruO�g^𝑛OeruO�m𝑈`

Tang − 𝑛�b.    (C5) 

The expansion coefficient 𝑊OO(𝑟) also appears in Eq. (C1) and is related to the second-order direct 

correlation function 𝐶¦¦��(𝑟) for the reference HS fluid via 

𝑊©OO(k) = ª−2𝛽𝑓��� (𝑛�) + «�2𝛽𝑓��� (𝑛�)�
3
− 4𝑛�𝛽𝑓���� (𝑛�)𝐶¦¦��(𝑘)® 2𝑛�𝛽𝑓���� (𝑛�)¯ ,  (C6) 

where 𝑊©OO(k) and 𝐶¦¦��(k) are the Fourier transforms of 𝑊¦¦(𝑟) and 𝐶¦¦��(𝑟), respectively, and 𝑓���� (𝑛) 

is the second derivative of 𝑓��(𝑛). The density functional differentiation of 𝐹��()[𝑛¦] appearing in Eq. (C1) 

is obtained from Eq. (C4) as follows: 

°±��
��[L²]

°L²�r³m𝑈`
Tan�

= 𝑓�� �𝑛O
(��(r|𝑛O)� + ∫𝑑ruO 𝑊OOe�r− ruO�g𝑛OeruO�m𝑈`

Tang𝑓��� �𝑛O
(��(r|𝑛O)�. (C7) 

In this study, we calculated the site-site direct correlation functions m𝐶´ (𝑟)n for bulk water and the 
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site-density distribution functions of water around a solute molecule m𝑛αer�m𝑈`
Tangn  using the 

1D-RISM-KH and 3D-RISM-KH integral equations 18,19, respectively. Before we calculate ∆𝐺���DFT from Eq. 

(C1) using the sets of m𝐶´ (𝑟)n and m𝑛αer�m𝑈`
Tangn, it is necessary to determine 𝑊OO(𝑟) or 𝐶¦¦��(𝑟) by 

solving the Ornstein-Zernike (OZ) integral equation,16 in which the following EDA equation combined with 

the Percus’ relation 16,20 is used as the closure: 

𝐻��(𝑟) = 𝑛er�𝑈Ta��g 𝑛�⁄ − 1,       (C8) 

𝑛e𝑟�𝑈Ta��g = 𝑛�𝑒𝑥𝑝e−𝛽𝑈¹º(𝑟)g,      (C9) 

𝑈¹º(𝑟) = 𝑈Ta��(𝑟) +
𝛿𝐹��()[𝑛]

𝛿𝑛er�m𝑈Ta��ng
− 𝜇()��  

      = 𝑈Ta��(𝑟) + 𝑓�� �𝑛O
(��(𝑟|𝑛O)� − 𝑓��(𝑛�) 

      = ∫𝑑ru 𝑊(|r− r1|) �𝑛er1�𝑈Ta��g𝑓��� �𝑛O
(��(r1|𝑛)� − 𝑛�𝑓��� (𝑛�)�,   (C10) 

𝐻©��(𝑘) = 𝐶��(𝑘) + 𝑛�𝐶��(𝑘)𝐻©��(𝑘).      (C11) 

Here, 𝑈Ta��(𝑟) by the Percus’ relation in Eq. (C8) is equal to the interaction between HS particles of the 

reference system. 

 

Appendix D. Calculation details of ∆𝑮𝒉𝒚𝒅DFT 

To calculate the site-density distribution functions 𝑛αer�m𝑈`
Tang  in Eq. (C1), we applied the 

three-dimensional reference-interaction-site-model (3D-RISM) integral equation theory 18,19. We employed 

the partially linearized HNC (PLHNC) equation 18, called the Kovalenko–Hirata (KH) equation 19, as the 

closure relations for both the 1D-RISM equation for bulk water and the 3D-RISM equation for solute–

solvent systems. As for the model water in these RISM calculations, we used the TIP3P model with an 

additional LJ parameter for the hydrogen sites (dH = 0.4 Å and 𝜀� = 0.046	𝐾𝑐𝑎𝑙/𝑚𝑜𝑙) 21,22. The solute–

solvent cross parameters were deduced from the Lorentz–Berthelot mixing rules, 𝑑KÂ = e𝑑KK + 𝑑ÂÂg 2⁄  and 

𝜀KÂ = Ã𝜀KK𝜀ÂÂ , commonly introduced as the solute–solvent combination rule in the RISM calculations. The 

3D-RISM integral equations were solved in a cubic cell with a size of 80 Å3 using a grid of 2563 points by 

utilizing graphics processing unit (GPU) 23. In the same manner as our previous work 13, we used 0.00125 Å 

and 32768 as the grid spacing and the number of grids, respectively, to solve the 1D-RISM equation for bulk 

water and the EDA equation for the reference HS system. The number densities of water and the optimal HS 

diameters used for the thermodynamic states at 298 K and 1 bar, at 373 K and 1 bar, at 298 K and 4000 bar, 

and at 298 K and 8000 bar have been provided by our previous work 13.  
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