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Supplementary Figure 2: Simplified schematic of the CascadeNet architecture. CascadeNet-1 
has 1 copy of convolutional (CN) layers of 64, 128, and 256 filters. CascadeNet-2 has 2 copies of CN 
layers of 64, 128, and 256 filters. Each black arrow represents a copy-concatenation of the output 
tensors ?cascaded? forward to every possible neural network block. The final model, CascadeNet-5 has 
5 copies of CN layers with 64, 128, and 256 filters.


