
 

S2 Fig. Relative error reduction (RER) of RBP-24 between both information using mmCNN vs 

sequence information using mmCNN. Various network types with different number of convolution 

layers were used (L1, L2, L3, and mmCNN) to see diminishing effect of structure information due to 

stacking more convolution layers. 

1. mmCNN: original model we used throughout the article, for more information see main 

article 

2. L1: one-hot encoded sequence information and structure probability matrix followed by 

separate multi-kernel module, 64-node dense layer, and classification layer. 

3. L2: Separate paths in L1 are combined using concatenation and followed by additional 

multi-kernel module, 64-node dense layer, and classification layer. 

4. L3: Combined path in L2 followed by additional multi-kernel module, 64-node dense layer, 

and classification layer. 


