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Supplementary Figure 1. Type I error rate and power for CQR-MR models with different number 

of quantiles. (A) Illustration of genetic effect size estimates for CREAM variant rs12193446 from 

CQR carried out at 19, 10, 9 or 5 quantiles across the trait distribution. (B) MR was used to fit a 
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quadratic function to the CQR results, in order to quantify the degree of non-uniformity and non-

linearity of the CQR genetic effect size estimates. This yielded three coefficients describing the 

fit: intercept term 0, linear term 1, and quadratic term 2. (C) CQR-MR models were fit for 

14,900 ‘null phenotype’ permutations. QQ-plots for observed versus expected p-values 

demonstrate systematic inflated test statistics (an excessive of low p-values) for MR models that 

included 19, 10 or 9 quantiles. The dashed black line is the line of unity. (D) The type I error rate 

for the models fit in (C). The dashed black line shows the correct type I error rate. Note the 

observed type I error rate is inflated for MR models including 19, 10 or 9 quantiles, and 

conservative for the 5 quantile MR model. (E) Relative statistical power of MR models including 

19, 10, 9 or 5 quantiles, after adjusting for the inflated type I error rate. Note that power is lower 

for the 5 quantile MR model. 
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Supplementary Figure 2. Changes in genetic effect size across the refractive error distribution for genetic 
variants associated with refractive error. Genetic effect size estimates from conditional quantile 

regression (CQR) are represented by the solid black line and their 95% confidence intervals are shown 

by the shaded grey region. The solid red line is the effect size estimate from conventional OLS linear 
regression analysis with its 95% confidence intervals shown by the red dashed lines. Effect size 

estimates from meta-regression are shown with the solid blue line and 95% confidence intervals given 

by the dashed blue lines.  
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Supplementary Figure 3. Changes in genetic effect size across the height distribution for genetic 
variants associated with height. Summary statistics for height were obtained from Wood et al. 

2014. Genetic effect size estimates from conditional quantile regression (CQR) are represented by 

the solid black line and their 95% confidence intervals are shown by the shaded grey region. The 

solid red line is the effect size estimate from conventional linear regression analysis with its 95% 
confidence intervals shown by the red dashed lines. Effect size estimates from meta-regression 

are shown with the solid blue line and 95% confidence intervals given by the dashed blue lines.  
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Supplementary Note 1 

 

Type I error and power of CQR-MR  

CQR is known to have a well-controlled type I error rate3. However, the non-linear 

meta-regression (MR) approach we used to combine results from across different 

quantiles has not been studied previously in the context of CQR to our knowledge. 

Therefore, we used the gold standard method of permutation to examine how the 

type I error rate and power of the 3 terms of our CQR-MR model (0, 1 and 2; i.e. the 

intercept, linear and quadratic terms) varied depending on the number of quantiles 

included in the MR model. As illustrated in Supplementary Figure 1, A & B, we 

evaluated MR models that included 5, 9, 10 or 19 quantiles from across the trait 

distribution. The main findings were: [1] there was a systematic inflation of the type I 

error rate for all 3 terms in the CQR-MR model (Supplementary Figure 1, C), [2] the 

type I error rate of CQR-MR was independent of MAF (Supplementary Figure 1, D), 

and [3] the model including 5 quantiles was overly conservative (Supplementary 

Figure 1, E). Fortunately, the systematic nature of this source of bias meant that it was 

straightforward to correct for (see below).  

  

For the CQR-MR intercept term (0), inflation of the type I error rate was apparent for 

all models, becoming progressively worse when greater numbers of quantiles were 

included in the MR. For example, the model with 19 quantiles had a type I error rate 

of approximately 0.30, while the model with 10 quantiles had a type I error rate of 

0.16. The type I error rate for the model with 5 quantiles was 0.06, which was close to 

– but still above – the correct type I error rate (α  = 0.05). The type I error rate for the 

CQR-MR linear and quadratic terms (1 and 2 coefficients respectively) was also 

inflated for most of the CQR-MR models tested, with the degree of inflation again 

worsening when greater numbers of quantiles were included in the MR model 

(Supplementary Figure 1, C & D). However, for CQR-MR models that included only 5 

quantiles, the type I error rate for the linear and quadratic terms was slightly 

conservative (approximately 0.04).   
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After correcting for the inflated type I error rate (see below), the statistical power 

was similar when either 9, 10 or 19 quantiles were included in the CQR-MR model, 

however power was reduced when only 5 quantiles were included in the MR model 

(Supplementary Figure 1, E).   

  

Thus, CQR-MR models that included 9, 10 or 19 quantiles had inflated type I error 

rates for all 3 terms in the model, requiring the use of correction factors to account 

for this bias. An MR model that included only 5 quantiles had a conservative type I 

error rate, and was less powerful than MR models that included 9, 10 or 19 quantiles. 

Hence, we selected a CQR-MR model that included 9 quantiles as the optimal model. 

To correct the type I error rate, the intercept, linear and quadratic components of the 

model were adjusted using λ coefficients of 1.66, 1.23 and 1.10, respectively (i.e. 

observed Chi-squared statistics were divided by the relevant λ coefficient when 

calculating confidence intervals and p-values).  
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Supplementary Note 2 

 

Adjustment for the inflated type 1 error rate of CQR-MR  

Meta-regression was found to produce a systematically inflated type 1 error rate (see 

above). To adjust for this source of bias, we calculated ‘inflation factors’ (λ0, λ1 and 

λ2) analogous to the use of λGC for genomic control4, using the results from the ‘null 

phenotype’ permutation analyses described in the Methods section. P-values and 

confidence intervals for each term (0, 1 and 2) in the meta-regression were 

adjusted by their respective inflation factor with the equation: 𝑋𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑
2 =

 𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
2 /𝜆, where 𝜆 was calculated as the observed median chi-squared statistic 

from the ‘null phenotype’ permutations divided by the expected median chi-squared 

statistic with 1 df. Noting that Z-statistic = /s.e. and 𝑋2 =  𝑍2, meta-regression 

confidence intervals were calculated by adjusting standard errors:  s.e.adjusted = |  

/√𝑋𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑
2 |.  
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Supplementary Note 3 

 

CQR-MR analysis of GIANT consortium variants associated with height  

For comparison with refractive error, we performed an analogous CQR-MR analysis of 

height – a trait previously shown to have a limited extent of GxG or GxE interaction1,2. 

We selected the 149 variants most strongly associated with height identified by the 

GIANT consortium2.  One variant (rs6899744) was removed because of low MAF 

(2%), leaving 148 variants. In the OLS linear regression analyses, the G allele of 

rs143384 located near the GDF5 gene had both the largest effect size and the 

strongest association with height (effect size = +0.64 cm, 95% CI 0.57 to 0.70, p = 

2.14 x 10-80). In the quantile regression analyses, most variants had uniform effects 

across height quantiles; those that did not generally exhibited more linear profiles as 

compared to those for refractive error (Supplementary Figure 2), with the strongest 

effect occurring at either quantile 0.05 (e.g. CENPO variant rs2278483 and STAU1 

variant rs17450430) or quantile 0.95 (e.g. HHIP variant rs1812175 and FAM46A 

variant rs310421). Results for all variants are presented in Supplementary Figure 2.  

 

After applying a permutation-based correction to control the type-I error rate of the 

CQR-MR analyses for height, 53% of the variants exhibited an association with height 

(meta-regression intercept p < 3.34 x 10-4), of which the largest effect was observed 

for rs143384 located near the GDF5 gene: intercept 0 = 0.53 (95% CI 0.45 to 0.62), 

p = 1.14 x 10-17. However, none of the 148 variants exhibited evidence of a non-

uniform effect size across the sample distribution (Bonferroni adjusted p-value 

threshold 0.05/(3 x 148) = 3.34 x 10-4; Supplementary Table 4). Indeed, of the 148 

GIANT consortium variants tested, 139 (94%) failed to show even nominal evidence 

of an interaction effect (i.e. 1 component and 2 component, p > 0.05 after correcting 

for inflation of the type-I error rate of the meta-regression analysis).  
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