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Supplementary Material

In this section we present the results of the same experiments described in
the main paper with the difference that the algorithms can use all the clinical
information without any restriction. In the following the results for both the

datasets, i.e. ADNI and Depression.

0.1. ADNI
The accuracy results for the ADNI dataset are presented in Table [T}
Figure [1| shows the assigned weights of the clinical information by using all

the clinical features.
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Algorithm Kernels R Bal. Acc. %
Linear SVM C 1 68.73 £+ 9.68
Baseline
SVM I+C 1 84.80 £+ 6.87
- SVM RFE V& C — 86.93 £ 4.76
SVM t-test V& - 86.47 £+ 6.92
SimpleMKL I1&C 36 84.44 + 6.68
MKL

EasyMKL I1&C 36 84.78 £ 6.76

— SimpleMKL V& 168165  Out of memory
EasyMKL V& C 168165 88.80 £+ 7.02
FWS EasyMKLFS V& C 168165 96.14 £ 3.55

Table 1: ADNI Dataset: comparisons of 5 repetitions of a nested 10-fold cross-validation
balanced accuracy using all the clinical information. The results are divided in 5 families:
Baseline, Feature Selection (FS), standard Multiple Kernel Learning (MKL), Feature Weight-
ing by using MKL (FW) and our method in Feature Weighting and Selection (FWS). R

corresponds to the number of kernels used.

Finally, in Figure [2]it is possible to note the importance of the clinical data

compared to the weight assigned to the voxel of the MRI images.

0.2. Depression

The accuracy results for the Depression dataset are presented in Table
Figure [3] and [ depict the assigned weights of the clinical information by
using all the clinical features and the ration between the weight assigned to the

clinical data with respect to the weight assigned to the different fMRIs.



Algorithm Kernels R Bal. Acc. %
Linear SVM C 1 83.33 £15.71
Baseline
SVM I+C 1 67.00 £ 14.87
- SVM RFE V& — 65.24 +11.34
SVM t-test V&C — 63.89 £ 10.32
SimpleMKL 1&C 49 84.65 + 12.88
MKL

EasyMKL I1&C 49 84.56 £ 13.02

— SimpleMKL V&C 713864  Out of memory
EasyMKL V&C 713864 84.55 £12.19
FWS EasyMKLFS V& C 713864 84.21 £10.72

Table 2: Depression Dataset: comparisons of 5 repetitions of a nested 10-fold cross-validation
balanced accuracy using all the clinical information. The results are divided in 5 families:
Baseline, Feature Selection (FS), standard Multiple Kernel Learning (MKL), Feature Weight-
ing by using MKL (FW) and our method in Feature Weighting and Selection (FWS). R

corresponds to the number of kernels used.



= ADNI dataset - Clinical st

MMSCORE [71.98 102 B
MMDRAW |0 -
MMWRITE {]1.19- 102 B
MMREAD 0 -
MMONFLR - 4. 104 B
MMFOLD -{0 -
MMHAND H9.104 B
MMREPEAT []8.1-103 B
MMPENCIL -{ 0 -
MMWATCH 0 B
MMTREEDL |3.10~4 B
MMFLAGDL [3.1-103 B
MMBALLDL []1.92-10~2 B
MMW - 3.10% B

MMO |1-10~% B

MMR |4-104 B

MML 351073 B

MMD |1.6-103 B
MMTRIALS {1.2-1073 B
MMTREE -{ 0 -
MMFLAG {0 =
MMBALL {0 -
MMSE | 1 0.19 -

FAQ | 1 0.16 =

RAVLT _perc_forgetting - ]0.13 B
RAVLT forgetting { 1.8 . 103 =
RAVLT learning { ]4.23.102 -
RAVLT _immediate | 6.88 - 1072 B
ADAS13 [[12.34-102 B
ADAS11 ] 1.87-1072 B
CDRSB | 1 0.23 -

APOE4 [[]1.26-1072 B
PTEDUCAT 0 -
PTGENDER [19.7-1073 B
AGE [ 13.13-1072 B

| |
0 5.1072 0.1 0.15 0.2 0.25 0.3
Weight n,

Figure 1: EasyMKL assigned weights for the all the clinical information for the ADNI dataset.
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Figure 2: EasyMKLFS assigned weights for the different sources of information: MRI image

and all the clinical measurements.
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Figure 3: EasyMKL assigned weights for the clinical information for the Depression dataset.
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Figure 4: EasyMKLFS assigned weights for the different sources of information of the Depres-
sion dataset: Anxious image, Happy image, Neutral image, Sad image and clinical measure-

ments.
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