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Materials and Methods

Bioinformatic analysis

For Homo sapiens, Saccharomyces cerevisiae and Arabidopsis thaliana we used the BioGRID database as
the interactomics dataset (19). We first identified all proteins that have been annotated as capable of
self-interaction based on data obtained using any method labeled as “direct” in the dataset. For E. coli
we used a dataset that includes primary yeast two-hybrid data, as well as data reported in the
literature as summarized by the authors (20). In each dataset, we first recorded the BioGRID
identifiers of all proteins that could self-assemble (i.e. reported an interaction if used as both bait and
target in a yeast two-hybrid experiment) and downloaded their sequences from UniProt (21). Genes
whose BioGRID identifiers mapped to more than one UniProt identifier were excluded from further
analysis. To find paralogs within the set of all homomers within each organism, we conducted a
reciprocal BLAST search (22), using our list of all homomeric proteins as both the query and database
within each organism and a BLAST E-value cut-off of 10-10. We only assigned hits as paralogs if the
aligned portion of the hit covered at least 60% of the sequence the shorter protein (either the query or
the hit). Since this means that, in all cases, both members of any pair of paralogs can form homomers,
we took this as evidence that they evolved from ancestor that could do the same. This is a necessary
shorthand in the absence of outgroup information (4), and will include some pairs of oligomeric

paralogs whose last common ancestor was not oligomeric.

For each homomer in our database, we then asked if the interactomics dataset reports an interaction
with each of its paralogs and noted the identity of an interacting pair, ensuring that each pair was only
counted once. If any pair of paralogs was found not to interact, we recorded it as a selective pair only if
both proteins had been mentioned together in at least one publication (as a proxy for whether the
interaction has actually been tested) in the BioGRID database. In the E.coli dataset, we only recorded
an interaction as selective if their interaction was actually tested in the dataset. In all datasets we
recorded a pair as interacting even if it was only found to interact in one of two reciprocal experiments
(i.e. protein A and B are found to interact when protein A is used as bait, but not found to interact
when protein B is used as bait). This is conservative with respect to calling any pair selective, but
probably overestimates the number of interacting pairs due to false positive interactions. This

stringent procedure ensures that our estimates of the fraction of selective paralogs are a lower bound.

Finally, we recorded the percent sequence identity over sequence aligned in the blast hit for each pair.
For the gene ontology (GO) term analysis, we downloaded the corresponding annotations for each

organism from www.geneontology.org (23), and divided the intersection of their GO terms by the
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union of their GO terms for each pair of paralogs. We discarded pairs in which one or both paralogs did

not have any annotations from this analysis.

To evaluate if pairs of selective paralogs that do not co-assemble are co-expressed, we downloaded
tissue-specific baseline gene-expression datasets from the EMBL Expression Atlas for humans (32
different tissues)(24) and Arabidopsis (4 different tissues)(25). We counted a pair of paralogs as co-
expressed in a tissue if both their expression levels were 10-fold higher than the detection threshold
reported in the dataset. Pairs for which expression data were missing for at least one paralog were
excluded from the analysis. For the two single-celled organisms, we instead computed whether a pair
of selective paralogs is localized to the same cellular compartment. For yeast, we used a dataset based
on GFP fusion constructs that contains data for five separate growth conditions (one in rich media,
four under various types of environmental stress). Pairs in which the localization profile of at least one
protein was annotated as ambiguous or below threshold in the original database were excluded from
the analysis (26). For E. coli, we used the K12 dataset from STEPdb (27), which contains a single
growth condition. All statistical tests were performed in the scipy.stats (v 0.17.1) Python package. The

data is available in Data S1.

Number of self-selective oligomeric paralogs versus the number of times selectivity evolved

The percentages we show report on the number of paralogs that no longer co-assemble (Fig. 1B), not
on the number of times selectivity has evolved. The latter number will be substantially smaller
because selectivity can evolve after an initial gene duplication event, resulting in two selective
paralogs A and B. If these paralogs then each duplicate again (as is the case in our phylogeny), the
resulting progeny Al, A2, B1 and B2 will inherit their ancestors’ selectivity: A1 and A2 will co-
assemble, but neither will be able to co-assemble with B1 or B2 and vice versa. In this manner,
subsequent gene duplications can cause the number of selective pairs of paralogs to greatly exceed the
number of times selectivity evolved. Establishing the true frequency with which selectivity evolves
after duplication would require a more explicit phylogenetic treatment that is beyond the scope of this
work (4). Regardless of this caveat, our data are unambiguous about selective assembly between

oligomeric paralogs being very common and thus important to understand in proteomes across life.

Site entropy analysis

Site entropy p-values were computed using the Entropy-Two server on the HIV-sequence database
website www.hiv.lanl.gov which employs a procedure similar to as described previously (28). We used
an alignment of 39 class-1 and 28 class-2 sHSPs that spans the a-crystallin domain and the C-terminus.

Briefly, the method works by first computing site-specific Shannon entropies for each position in a
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background alignment (in our case the combined class-1 and class-2 alignment). Shannon entropies
are then also computed for an alignment of interest (in our case an alignment containing either just
class-1 or just class-2 sequences), and the latter subtracted from the former to obtain an entropy
difference. Sites at which there is little variation (and hence conservation) in the alignment of interest
will have larger (positive) values for this difference than sites where there is more variation in the
alignment of interest. To obtain a p-value, the procedure is repeated 10000 times with sequences
being randomly assigned without replacement into either the background or alignment of interest.
The p-value is then computed as the fraction of time the random samples have larger entropy
differences than the observed values. To compute p-values on a log scale, a pseudo count of 1 was
added for al sites to the number of times the random samples are have larger entropy differences than
the observed values. This guarantees the resulting fraction never equals zero (and hence allows for a

log transformation of the ratio).

Protein expression and purification

Isotopically labelled protein was produced by growing cells in M9 media supplemented with 13C-
glucose as the only carbon source, and either 14N- or 15N-labelled ammonium chloride, and purified as

described below.

Full-length sHSPs

WT-1 and WT-2 were expressed and purified as described previously (12). Chimeric full-length
proteins were cloned into pET28b using the Ndel and BamHI sites to produce an untagged gene-
product and were purified using the same protocol as for the WT proteins (12), but taking different

ammonium sulfate cuts and adjusting the ion exchange buffers as appropriate.

Cys-1 was generated by incorporation of the mutations E81C and V151C, based on the a*C interfaces
observed in HSP16.9 from Triticum aestivum (PDB ID: 3L1G) and purified in similar manner to WT-1,
except that buffers were supplemented with 2 mM DTT. Cys-1 assembles into a monodisperse 12-mer
with comparable collision-cross section (87.4 + 3.9 nm2) to WT-1 (87.5 * 4.7 nm2), demonstrating the

quaternary structure to be unperturbed by mutation.

N2¢1¢1 was lysed in 20 mM Tris pH 7.5, 1 mM EDTA, 1 mM NaN3z. Ammonium sulfate cuts were taken at
0-20%, 20-40%, 40-60%, and 60-95%, and most of the chimeric protein salted out between 60 and
95%. The 60-95% fraction was dialysed against the lysis buffer overnight, filtered and loaded onto a
26/60 cation-exchange column (GE) at 1 mlmin-t. The protein was eluted with lysis buffer + 1 M NaCl

using first a 0-12% gradient over 80 mL, then a 12-100% gradient over 100 mL. Fractions containing



the chimera were pooled, concentrated and loaded onto a Superdex 200 10/300 size-exclusion column

(GE) equilibrated in 200 mM ammonium acetate.

N122¢1 was lysed in the same buffer as for N2«1¢1. The 0-60% ammonium sulfate cut was taken, and
dialysed against lysis buffer overnight. The dialysed protein solution was centrifuged at 20000 g for 15
minutes to pellet insoluble protein, filtered and loaded onto a 26/60 cation exchange column (GE). All

subsequent steps were as for N2«1¢1,

N1«1¢2 was lysed in PBS. Ammonium sulphate cuts were taken in PBS, and the protein partitioned into
the 90-95% fraction at 4°C. The protein was dialysed overnight into 50 mM tris, 1 mM EDTA pH 10,
which caused the protein to precipitate. Precipitate was re-solubilized in 1M NaCl, 50 mM Tris pH 9,
yielding soluble protein of very high purity. The solution was concentrated and loaded onto a

Superdex 200 10/300 size-exclusion column (GE) equilibrated in 200 mM ammonium acetate.

a-crystallin domain constructs

All a-crystallin domain constructs were codon-optimised for expression in E. coli, synthesised (IDT,
Belgium) and cloned into a modified pET28b vector containing a TEV protease cleavable N-terminal
his-tag using the BamHI and Xhol restriction sites using an InFusion kit (Clontech, CA). Proteins were
expressed and purified as described previously (29). Purified protein was concentrated, and used

directly or snap-frozen and stored at -80 °C until use.

N-terminal truncation constructs

All N-terminal truncation constructs were codon-optimised for expression in E. coli and synthesised
(IDT, Belgium). «1¢1 and «2¢2 were cloned into a modified pET28b vector containing a TEV cleavable,
N-terminal his-MBP tag. Additionally, «1¢1 was cloned into the same pET28b vector we used the a-
crystallin domain constructs, containing a TEV cleavable N-terminal his-tag. The proteins were lysed
as per the a-crystallin domain constructs, and purified in one step on 5-mL HisTrap columns (GE). All
three constructs were not soluble in ammonium acetate after tag removal, so the tag was left attached

for MS analysis.

a1€2 and «2¢1 were cloned into a pET28b vector containing a TEV-protease cleavable N-terminal his-

tag using the BamHI and Xhol restriction site, and purified as per the a-crystallin domain constructs.

C-terminal truncation constructs

N2¢2 and N1«1 were amplified from full-length constructs by PCR and cloned into a modified pET15
vector containing a TEV cleavable C-terminal GFP-his tag using Ndel and Nhel restriction sites.

Proteins were otherwise purified as per the a-crystallin domain constructs.



Native (ion mobility) mass spectrometry

Native MS experiments were performed using methods described previously (30), employing Q-ToF2
and Synapt instruments (Waters, Wilmslow, UK), modified for the analysis of large protein ions (31).
Protein concentrations were 5-30 uM unless stated otherwise. Parameters for all experiments were:
capillary voltage: 1.3-1.7 kV; sample cone: 10-80 V; extractor cone: 10-20V, acceleration into collision
cell: 10-80 V (no activation) and 80-200 V (for CID). The collision cell was pressurized with argon at
=35 pbar. All IM-MS data were recorded on a modified first-generation Synapt HDMS instrument

(Waters, UK) fitted with either with a travelling-wave IM device, or a radially confining drift tube (32).

For spectra of a-crystallin domain constructs, including peptide-binding experiments, a vial of
isopropanol was introduced into the source region for charge-reduction (33). Instrument settings for
all experiments involving were as previously described (34), and collisional cross sections were

measured as described previously (32).

Small angle X-ray scattering experiments

SAXS data were collected at the B21 bending-magnet instrument at the Diamond Light Source
(Harwell, UK). Samples were prepared in 200 mM ammonium acetate to a concentration of 5 mgml-!
and 2 successive 2-fold dilutions. Protein and corresponding buffer solutions were exposed to the
beam in a 1.6 mm diameter quartz capillary at 15 °C. The sample capillary was held in vacuum, and
subjected to a cleaning cycle between each measurement. A Pilatus 2M two-dimensional detector was
used to collect 180-frame exposures of 1 s from each sample and the corresponding buffer. The
detector was placed at 3.9 m from the sample, giving a useful Q-range from 0.012 A-1 to 0.4 A-1. Two-
dimensional data reduction consisted of normalisation for beam current and sample transmission,
radial sector integration, background buffer subtraction and averaging. Each frame was inspected
manually and discarded if signs of radiation damage were apparent. Data scaling, merging and Guinier

analysis were performed in PRIMUS (35).

Small angle X-ray scattering learning algorithm

The determination of a protein quaternary architecture on the basis of its SAXS curve can be
interpreted as a classification problem. If the data generated by different architectures contain
distinguishable features, a trained learning algorithm should be able to correctly classify them. For
both WT-1 and WT-2 we therefore generated a randomly oriented but symmetrical ensemble of 1000

tetrahedral, 1000 double-ring and 1000 single-ring assemblies. We constructed these models using a



two-step assembly modeling strategy aimed at minimizing the number of missing atoms within. First,
based on methods we have described previously (36, 37), we produced 12-mers by symmetry
operations on the appropriate protomer (a-crystallin domain structure, including bound C-terminus
modeled by structural alignment). We subsequently modeled in the missing N-terminal regions
assuming symmetry matching to the overall structure such that atoms avoid co-penetration. N-

terminal structures were obtained by homology using the PSIPRED webserver (38).

For WT-1, the a-crystallin domain protomer comprised residues 49-143, and a model of the N-
terminal region 1-48 was obtained using PDB ID: 3HHV as template. For WT-2, the protomer
comprised residues 47-140, and PDB ID: 1BUC was used. We simulated SAXS data between 0 and 0.3
A-1 for all the resulting 6000 models using Crysol (39). We used 800 signals per topology per protein to
train a Random Forests learning algorithm (40), with remainder retained for testing the performance
of the algorithm. In the testing phase, classification accuracies of 95% and 99% were achieved for WT-

1 and -2, respectively.

Chaperone functional partitioning assays

Fresh pea leaves (Pisum sativum) were flash frozen in liquid nitrogen, and ground using a mortar and
pestle under liquid nitrogen. Frozen cell paste was re-suspended to a concentration of 400 mgmL-! in
PBS containing 400 pgmL-! cycloheximide, 20 uM triptolide (both Sigma Aldrich) and one tablet of
cOmplete Protease Inhibitors (Roche, UK) per 500 mL of lysate.

Chaperones were incubated at 42 °C in PBS for 30 min prior to being mixed with lysate to allow for
subunit exchange. Re-suspended leaf material was spun at 19000 g at 4 °C for 20 min to pellet cell
debris, and passed through a 0.22 pM filter. sHSPs were added to a final concentration of 0.2 mgmL-! of
each, to a final total concentration of 200 mgmL-! lysate. The mixtures were incubated at 42 °C in a
water bath for 2 hr. At particular time-points, 30 uL were withdrawn and the aliquots spun at 10000 g
and 4 °C for 30 min to pellet the insoluble fraction. The 15 pL of the supernatant was dissolved in LDS
sample buffer immediately. The pellet was washed in 15-30 pL PBS and then re-suspended in a total

volume of 30 pL. 15 pL of the re-suspended pellet were dissolved in LDS for gel analysis.

All samples were heated at 95 °C for 10 min prior to gel loading. Gel band intensities were analysed in
ImageLab (BioRad). The intensity of each band in the soluble fraction was expressed as a fraction of
the intensity of the band at 0 min. Intensities of the insoluble fraction were not analysed due to sample

loss when washing the pellets.



The data were fit to an exponential decay to extract pseudo-first-order rate constants. In the mixtures
of chaperones, an F-test was performed to determine whether it was justified to fit the intensities of
each component with a separate exponential. Degrees of freedom were n-2 for the more complex
model. An additional degree of freedom was removed from both models to account for the categorical

variable that distinguishes intensities from the two different proteins.

Subunit exchange of full-length proteins

Unlabelled and labelled samples in 200 mM ammonium acetate were equilibrated to the desired
temperature using a water bath for >20 min before mixing. Labelled and unlabelled samples were then
mixed and incubated at the required temperature in a water bath. At the desired time-points, aliquots
were taken and snap-frozen in liquid nitrogen. Samples were kept in liquid nitrogen until analysis at
room temperature. Spectra for individual time-points were fitted using UniDec (41). Kinetic traces
were fitted to a model describing concurrent subunit exchange of monomers and dimers based on a
previous implementation (42). Fits were bootstrapped 1000 times to obtain means and standard

deviations of all fitted parameters.

X-ray crystallography

a2 was crystallized in 200 mM CaClz, 100 mM sodium cacodylate pH 6.5, 40 % (v/v) polyethylene
glycol (PEG) 200 in hanging-drop plates at room temperature. «1 was crystallised in 200 mM Li2S0s,
100 mM Tris-HCl, pH 8.5, 30 % (w/v) PEG 400 in hanging-drop plates at room temperature. Crystals of
both «2 and «1 were flash-frozen without addition of cryo-protectant. Diffraction images were
processed using XDS. Structures were solved by molecular replacement using the HSP16.9 dimer
(PDB: 1GME) for @1, and «1 for *2 as search models. Manual refinement and validation was carried out

in Phenix (43). Crystallographic parameters and PDB codes for the structures are given in Table S2.

Unconstrained molecular dynamics simulations

MD simulations were carried out using the GROMACS simulation package (44). A periodic cell
corresponding to a rhombic dodecahedron with a shortest distance of 12 A between the protein and
the box edge was made for each wild-type dimer and monomer. The proteins, modelled with the
Amber99sb-ildn force field (45), were solvated in Tip4p-ew water (46), with NaCl added to a
concentration of 0.154 M. First, all systems were subjected to steepest-descent minimization followed
by 100 ps NVT simulation at 300 K, with position restraints applied to all heavy atoms in the protein,

using a force constant of 1000 kjmol-'nm-2, and the v-rescale thermostat (47) with a time-constant of



200 fs. A 1-ns NVT simulation without position restraints allowed for initial relaxation, followed by 1
ns of NPT simulation with Berendsen pressure-coupling (48) to equilibrate the pressure. Dimers and
monomers were simulated in the NPT ensemble, using a Parrinello-Rahman barostat (49) for 2 us each.
To improve sampling, both wild-type monomers were simulated in triplicate, starting from three
different configurations taken from the last part of the preceding equilibration. All simulations in this
study employed the LINCS algorithm (50, 51) to constrain bond lengths, SHAKE (52) to keep water
molecules rigid, and virtual interaction sites (53) for hydrogens, allowing for leap-frog integration (54)
of the forces in 4-fs time-steps. The particle mesh Ewald method (55) was used for electrostatic
interaction outside of a 10-A cut-off, and shifted Lennard-Jones interactions were used to model van

der Waals interactions within 10 A.

A heterodimer was constructed from the @1 and «2 crystal structures by first superimposing a *2
monomer onto the dimeric ®1 model, then subjecting the resulting dimer to energy minimisation. To
relax the dimeric structure, two subsequent simulations with position-restraints applied to the protein
were conducted. The first was run for 100 ps, using the heavy atoms from the starting configuration as
reference coordinates for the restraints. The second was run for 25 ns, using the backbone atoms from
dimeric *1 as reference coordinates for restraining the inserted 2 monomer in order to allow for the
side chains to relax into the dimeric structure while keeping the backbone in place. NVT and NPT
relaxation, and 2 ps of NVT production simulation were then carried out, following the methods
described above. Chimeric constructs comprising all six combinations of the class-1 and -2 sandwich,
loop, and 6 strand - identical to the constructs used in the experiments - were made by swapping
parts of the «1 and @2 structures. These chimeras were each preprocessed and simulated for 2 ps, once

only, in the same way as the wild-type monomers as described above.

Steered molecular dynamics simulations and umbrella sampling

In order to qualitatively probe the interfaces of the heterodimer in relation to those in the
homodimers, we ran a series of umbrella sampling simulations (56) to examine the free energy profile
for dissociating the 6 strand from the neighbouring strand in the (3-sheet on the other monomer. To
generate starting configurations along the reaction coordinate defined by the centre-of-mass
separation of the two strands, we performed 200-ns pulling simulations (one for each homodimer, and
one for each side of the heterodimer) where the strands were gradually separated. Specifically, a force
was applied between the respective centre of mass of the backbone atoms of the 6 strand and the
hydrogen-bonding residues in the sheet to separate the two parts, using a force constant of 5000 k]
mol! and a reference distance that increased by 2 nm over the course of the simulations. Starting

structures for 21 umbrella-sampling simulations per interface along the reaction coordinate were
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taken from these pulling simulations. Each umbrella simulation was run for 0.5 ps, where the inter-
strand distance was restrained to its starting point at the reaction coordinate, using a force constant of
3000 k] mol-l. While these simulations can reveal differences between the interfaces, we stress that
the rupture of only part of the interface, and the limited simulations time for each umbrella simulation,
may not allow for exhaustive sampling and thereby compromise the quantitative accuracy of the free-
energy profile. Free-energy profiles in the form of potentials of mean force were produced from the

umbrella simulation data using the gmx wham tool (57), with bootstrapping for error estimates.

Analysis of MD trajectories and calculation of contact maps

As the dimers remained very similar to their starting structure throughout the 2-ps simulations, and
since they had been subjected to prior equilibration, their full trajectories data could be used for
analysis. For monomer simulations however, the first 1 us of each replica was discarded (as this time-
period encompassed the transition away from the dimer structure), and the remaining frames pooled
together. The RMSD of Ca with respect to the starting structure, RMSFs of Ca, the number of hydrogen
bonds, and contact analysis were calculated using GROMACS analysis tools (58). The number,
occupancy, and identity of contacts between non-hydrogen atoms were determined for the dimers and
the wild-type monomers, using a distance criterion of <3.5 A. This corresponds to the second
minimum in the O-0 radial distribution function for water, and can be expected to capture most direct
or hydrogen-mediated contacts between non-hydrogen atoms in proteins, while excluding most other
interactions. From the existence function, we calculated the fraction of time each pair of residues were

in contact to generate the contact maps.

Principal component analysis of monomer trajectories

In order to capture the principal structural and dynamical differences between the monomers, we
carried out principal component analysis (PCA) on all the combined monomer trajectory data from all
wild-type monomer simulations, having first reduced the data to only contain a-carbons in order to
make the molecular topologies of the class-1 and -2 data compatible. The trajectories of the wild type
monomers, chimeras, and the monomeric units of the dimers, were projected onto the first principal

component.

We also used principal component analysis to find representative structures for our triplicate
monomer simulations. The three repeats of each monomer were assembled and aligned into a single
trajectory. The PCA was then calculated on all atoms of this combined trajectory. To find a

representative structure, we calculated the median value for all components and then found the frame
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that minimized the Euclidean distance, weighted by the eigenvalues of each component, between its
principal components and the median components. We found that both trajectories converged on a
single most representative frame if seven or more components were used. We used this method rather
than cluster averages, because we noticed that in particular in «2, cluster averages were dominated by
its extremely flexible -2 strand and yielded structures that were quite unrepresentative in their loops.
Nevertheless, for comparison we also show the top three cluster averages for both monomers using a
previously described algorithm (59), and extracting the cluster centroids. This was done for all dimers
and the wild-type monomers. A relatively large cut-off of 2 A (3 A for 2) was used to obtain few, but
large, clusters. The cluster averages of the dimers were used to compute the per-residue RMSD

between each monomer and its corresponding dimeric conformation (see below).

Statistical analysis of monomer conformations

To compare the monomeric conformations of «1 and *2 across our three replicates for each monomer
we first computed the Euclidian distance between the a-carbons across frames of different repeats
(but not within the same repeat) of the same protein using every fiftieth frame. Averaging these
distances for each site gave us the RMSD for this site between replicates for the same monomer
(RMSDgepeat). We next calculated an analogous quantity, comparing the two different monomers across
all repeats (RMSDprowin). Sites in regions that consistently adopt distinguishable conformations
between the two proteins across repeats should have larger RMSDs when comparing different
monomers than when comparing the different repeats for the same monomer. To find which states
have statistically significantly larger RMSDs when comparing monomers we used a permutation test.
Our calculated RMSD values were assigned randomly without replacement to either the between-
repeat or between-monomer category, and the mean RMSD calculated 10000 times for each site. The
achieved significance level was calculated as the fraction of all permutations in which the RMSD
difference (RMSDprotein-RMSDrepeat) Was greater than the observed difference. The values we plot on the
structures in Figure 3G,H are the RMSD values for sites that were statistically significant at p<0.05,

after Bonferroni correction for multiple testing.

The standard error of the mean for each site in Fig. S14D was calculated by analogy to the variance of
multiple Metropolis coupled Monte Carlo chains (60) by first combining the within and between

repeat variance through propagation or errors into the total variance o2,;:

F—-1
2 _ 2 2
OTot = EN OTra + O-Rep
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Where F is the number of frames, N is the number of repeats of each protein (3 in our case), 62,4 is the

standard variance calculated from the frames of each repeat and a,%ep is the variance of the means of

the repeats. The standard error of the mean was then calculated from this variance as usual.

Titration experiments

Peptides were obtained from Biomatik (Canada), and binding experiments were carried out and
analysed as described previously (34). The concentration of the domain was kept at 10 uM in each
experiment. Peptide was dissolved from powder and used at concentrations of 10, 20, 40, 80 and 160
uUM. Protein concentrations of a-crystallin domain constructs were measured using a BCA kit (Pierce)
before use in titrations. To obtain AG.« for homodimerization, we recorded mass spectra at varying
concentrations for each domain (Fig S6A), extracted the relative monomer and dimer intensities and
fit them to a model describing homodimerization. To extract AGq « for heterodimerization, we kept the

concentration of one domain constant while varying the other (Fig. S13E).

AGq o values were obtained by using AGy., = —RTInKp, where the dissociation constants, Kp, for

homodimers were calculated by fitting the relative amount of dimer to the expression:

[D] = (4[P0] +Kp — |(B[Po]Kp + Kp )) /8

where [D] is the concentration of dimer and [Po] is the total protein concentration. The concentration
of heterodimer AB formed between any two monomers A and B at given concentrations of both
monomers was calculated by providing an initial guess for the concentration of free monomers [A] and

[B] of both components and evaluating the system:
[A;] = [A]?/Kp1; [B2] = [B]?/Kp, ; [AB] = 2[A][B]/Kp 3

The factor of 2 in the equilibrium describing the formation of [AB] corrects for the entropy of mixing
that makes a heterodimer comprising two distinguishable monomers intrinsically more favourable
than a homodimer that dimerizes in exactly the same way. Specifically, it derives from the subtraction

of RTIn2 from the AGq « of heterodimers to make them comparable to homodimer values (see below).

The correct concentrations [A] and [B] for a given set of Kps, and total concentrations of A and B were

found by considering:
Aror = [A] + 2[A;] + [AB]; Bror = [B] + 2[B;] + [AB]

and minimizing the difference between the calculated and experimental Ar,: and Bro: by varying [A]

and [B]. Kps for the heterodimers, Kp3 were determined by fixing Kp; and Kp to the values determined

12



in titrations of homodimers. At each step of the fit, the relative amounts of A, B, Az, B, and AB were
found using the procedure outlined above. Two additional parameters were introduced as multipliers
of the experimental total concentrations of A and B at each titration point to account for different
ionization and transmission efficiencies of the two types of monomers, and the error in their
respective concentrations. This correction is made by optimizing the parameters such that the AGq«s
for the two homodimers to match those obtained for the same homodimers in isolation. The ratio of
these two parameters was never above 5 or below 0.2, well within the range previously reported in
the literature for MS-based ligand-binding experiments (61). Fits were boot-strapped 1000 times to
obtain means and standard deviations of all fitted quantities. This was carried out by assembling a
synthetic dataset by sampling the original set and including random replacements. The ensuing
standard deviation provides a robust uncertainty measure of the fitted parameter. We could not detect
any heterodimer formed between «1 and «2 in our titration experiments. We could hence only estimate
a lower bound for its dissociation constant. We estimated this value to be 400 uM, based on this value
resulting in a predicted abundance of about 1% of the heterodimer in the highest concentrations of

our titration series, and assigned a 10% error (40 pM).

Thermodynamic modelling of dimerization

To determine which interactions govern the energetics of dimerization, we collected all 36 AG« « values
from our titration experiments and used them to evaluate the most significant interfaces that govern
the energetics of dimerisation. Because each protein tested comprised a f-sandwich, (S), a f6 strand,
(B) and a loop (L) from either the class-1 or -2 source, the free energy of association can be expressed
as the sum of the free energy change associated with specific interfaces formed between the three

types of motif (S, B and L). We considered both inter- and intra- molecular terms, such that:

DGy = AGIH™ + AG™™ + AG(™®

where the subscripts I and II label arbitrarily the specific monomer under consideration. At its most
complex, this framework accommodates 12 possible contributions to the free energy in the set of

chimeras, 6 inter- and 6 intramolecular:
AG{HT = AGEE® + AGEE™ + AG{TF™ + AGETE + AG{TE™ + AGEYT
AGIT™® = AGER™ + AGE™ + AGE ™ + AGE™™ + AGE™® + AG{™™

For the interfaces with two components there will be four possible combinations: both parts could
come from the class-1 source, both from class-2, or one part from each. The free energy terms that
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depend on a single structural element, AGéﬁfE“, can only be either class-1 or class-2. In this framework

therefore, 42 individual free energies are required (9 interfaces with 4 combinations, and 3 interfaces
with 2 combinations). For each tested combination of dimers, the specific combination of interfaces

can be determined, and the free energy calculated by summing the individual contributions.

To determine the interfaces that are required to explain globally the experimental data, we developed
an iterative optimisation procedure. Initially we considered each of the twelve contributions
individually, and optimised the four free energies in order to minimise the following chi-squared

function, where the sum is over the 36 experimentally measured free energies:

XZ = z(AGCalc - AGExp)z

The procedure was then repeated with all possible pairs of interfaces, optimising eight individual free
energies (2 interfaces, 4 combinations), then all triplets, and quartets of interfaces (12 and 16
individual free energies, respectively). The best fit from each, increasingly complex, model was

obtained.

However, increasing the number of free parameters in a model is expected to naturally decrease the y2.
To prevent over-fitting, and thereby determine the most suitable model, we performed forward-
selection stepwise regression, using F-tests to determine whether, in each case, the reduction in x2 on
increasing the model complexity was statistically justified. We obtained uncertainty estimates for the
fitted parameters by boot-strapping (as above) 1000 times. The correlation between the experimental

data and the AGq « values calculated from our model gave an R2 of 0.83.

The analysis revealed that the statistically appropriate description of the data includes three specific
interfaces, B*S (inter molecular), LS (inter molecular) and B*S (intra molecular) (Fig. 3E), resulting in
twelve individual free energies. The intra-molecular term arises because our dataset involves chimeric
proteins, and describes an epistatic interaction between different types of B-strand and -sandwich
within one monomer (62). While it therefore does not aid explaining how dimers of the two classes
avoid each other, and can be ignored in our description of the mechanism of discrimination, it
represents a significant contribution (2.6+0.5 kJmol-! for B2-52; 4.2+0.3 kJmol-! for B2-51; 4.9£0.3 kJmol-
1 for B1-52; 3.5+0.3 kjmol! for B1+51) to the overall free energy. Notably, the AGE}'s® terms were not
found to contribute significantly to the observed dimerization free energies, consistent with a model

dominated by inter-molecular interactions.
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Differential scanning calorimetry

DSC analysis was carried out on a VP-Cap-DSC instrument (Malvern, UK). 400 pL of each protein, at
concentrations between 50 and 100 uM (monomer) in 200 mM ammonium acetate, pH 6.9, were
injected for each run. Some samples were unstable at 4 °C, so the run was performed between 17 and
110 °C at a scan rate of 0.2 °C min-1. ¢(51B2L1) and «(S2B1L2) aggregated before any unfolding transition
could be observed and were excluded from the analysis. DSC data was analysed in Origin (OriginLab,

MA).

Isothermal titration calorimetry

ITC experiments were carried out on an iTC200 MicroCalorimeter (Malvern, UK). «1 and *2 were
concentrated and dialysed against 200 mM ammonium acetate, pH 6.9 overnight. The final
concentrations were 360 uM for «1 and 1.25 mM for *2 as determined by a BCA assay (ThermoFisher,
MA). The cell was filled with the dialysis buffer and the protein was loaded into the syringe. The
injection volume was 2 pL and the temperature of the cell was set to 298 K. ITC data were analysed in

Origin (OriginLab, MA).

Phylogenetic identification of class-specific conservation in the « -crystallin domain

87 sHSP sequences from a diverse set of plants were aligned using the T-coffee server (63), and
lineage specific insertions removed manually. The best-fit substitution model was determined using
the Prottest server (64). The ML tree was calculated in PhyML (65) using the a-crystallin domain and
C-terminal parts of the sequence, and the JTT model of protein evolution (66), with empirically derived
character frequencies and a four-category gamma distribution to account for among-site rate variation.
To find highly conserved residues specific to each clade, we recalculated the a-parameter of the
gamma distribution for just class-1, and class-2 sequences, respectively. We then recorded which rate
category had the highest posterior probability for each site in either clade (meaning that this site
evolves slowly). This allowed us to select sites that had the highest posterior probability for belonging
in the lowest rate category in at least one clade, ignoring sites in which the same residue was
conserved in both. This method is more reliable than the site-entropy approach used for illustrative
purposes in Figure S5, because it is not subject to phylogenetic sampling bias: site-entropies can be
made artificially low by only sampling sequences from closely related species (or artificially high by
systematically discarding closely related sequences). Using relative evolutionary rates does not suffer
from this problem, because it explicitly takes into account the evolutionary relationships between the

sequences in the sample and thereby corrects for any sampling bias.
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Simulation of mass spectra

To simulate theoretical mass spectra for the hetero-oligomers formed between WT-2 and N1+1¢2 (Fig.
1G), we first extracted the relative abundances, average charge states, and widths of the charge state
distributions of all oligomeric species from the experimental data using UniDec (41). To simulate the
spectrum, we followed a previously described approach, employing a Gaussian peak shape, and
imposing experimental average charge-states and charge-state distribution widths for each oligomeric

species (67). For the abundances we used the output from our thermodynamic model described above.

Structural bioinformatics

To determine the stoichiometry of oligomers that have selective paralogs and oligomers that do not,
we examined a recently curated dataset (17). We extracted the stoichiometry corresponding to
proteins in our list of homomers in each species if they were also annotated as a homomer in the
structural database. This excludes structures in which the protein of interest was co-crystallized with
another protein. We only used stoichiometries that were annotated as “correct” or “unknown”, and
ignored the protein if an equivalent stoichiometry had already been assigned to one of its paralogs.
This is a conservative approximation for how often selectivity evolves for each stoichiometry, because
it undercounts cases in which selectivity evolves repeatedly between paralogs of the same

stoichiometry.

As the reference set for comparison, we used proteins that had no detectable paralogs in our BLAST
search. We did this, rather using oligomers that co-assemble with all their paralogs because the
interaction datasets are very sparse, meaning that data for all pairwise interactions in a group of
paralogs is rarely available. This means we cannot confidently assert that any particular protein co-
assembles with all its paralogs and thus has never been subject to the constraints of selective assembly.
Using oligomers without paralogs only partially circumvents this problem, because our BLAST
strategy will miss ancient paralogs. It is thus possible that our control set of oligomers contains some
selective oligomers. Further, it is conceivable that there are biases in the types of oligomers we
recover that arise from our choice of reference set. For example, oligomers with paralogs may for
example be systematically older or younger than oligomers without, and this could affect their average
oligomeric size. While we are not aware of such a bias having been reported, our structural
bioinformatics results should be considered bearing in mind that the approach is non-phylogenetic. It
therefore captures broad trends whose exact magnitudes should be regarded with caution. Our data is

available in Data S2.
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Supplementary Text

Deduction of assembly order of interfaces using truncated sHSPs

To understand the order in which different interfaces form during assembly it would have been ideal
to follow their formation kinetically in real time and at high resolution in full-length sHSPs to watch at
which point each interface is formed. Particularly for homomers, however, such an experiment is still
beyond the capabilities of modern structural biology. As an alternative, we performed a kinetic-arrest
experiment using truncated constructs that lack regions of sequence necessary to form particular
interfaces. We could then assess how far the assembly process can proceed without particular
interfaces. This approach is analogous to deleting the genes corresponding to different enzymes in a
metabolic pathway, and then watching which intermediate products accumulate to determine the

order in which the enzymes act (68).

Using this approach we made three distinct observations: if we delete the C-terminal region (and
hence remove the possibility of the a-C interface forming while retaining N-N interactions) the
proteins do not oligomerise (Fig. 2B). Conversely, if we delete the N-terminal region (and hence
remove the possibility of the N-N interactions while retaining the a-C interfaces), then oligomerisation
is possible but monodisperse 12-mers do not form (Fig. 2A). Lastly, subunits that possess N-termini
preferentially partition into 12-mers, whereas subunits that do not have N-termini do not show this

preference (Fig S8C).

Together, these observations imply that N-N interactions cannot form unless a-C are also made, and
that N-N interactions preferentially stabilize the 12-mer. We thus conclude that N-N interactions most
likely do not form in early assembly intermediates that are smaller than 12-mers. In our enzyme
pathway analogy, N-terminal contacts would be akin to a late-acting enzyme that cannot perform its

function if the one immediately preceding it is yet to conduct its chemical transformation (68).

In addition to these experiments with truncation mutants, we performed Kkinetic experiments to
monitor the timescale of subunit exchange at equilibrium, and hence quantified the rate at which the
oligomers dissociate. From these experiments, we observed that the N:N interactions were rate-
limiting in oligomer dissociation (Fig. S5,7). Dissociation was sufficiently slow such that, should
heteromeric N'N interactions form through random collisions during assembly, they would be
kinetically stable on a timescale of tens-of-minutes to hours. Yet, we observed no such long-lived
intermediates during assembly. Combined with our truncation experiments, this leads us to conclude

that stable N-N contacts are most likely not formed in the early stages of assembly, allowing the two
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selective interfaces to completely sort the subunits before N:N form to provide the final

thermodynamic and kinetic stabilization of 12-mers.

There may be alternative explanations that can account for our data. It is, for example, conceivable
that truncation of the C-terminus somehow results in a conformational change in the N-termini that
renders them unable to form their usual interface. Hierarchical assembly pathways similar to the one
we describe are, however, thought to be an almost universal feature of protein complexes (69, 70),

giving us confidence in our interpretation.

Boltzmann stability of heteromers between class 1 and class 2

Forming heteromers between two distinguishable types of subunit, A and B, is associated with a
favourable entropy of mixing that reflects the greater number of ways, (I:’), in which two types of
subunits can be arranged into a heteromer relative to a homomer, where N is the total number of
subunits in the oligomer, i is the number of type A in a particular heteromer (and N-i is therefore the

number of type B).

Opposing this favourable entropy change upon mixing may be energetic penalties associated with
interfaces between A and B subunits that are less favourable than AA or B*B interfaces. The energetic
penalty associated with forming any particular heteromer (e.g. a 12-mer with 6 class 1 and 6 class 2
subunits, AsBs) depends on the number of unfavourable contacts made in the heteromer. Within an
A¢Be 12-mer, there are 924 ways, (162), in which the subunits can be arranged. However these different
arrangements are not necessarily energetically equivalent. If we consider the tetrahedron of dimers
formed by the sHSPs in this study, we could consider the A¢Bs 12-mers formed using exclusively
homomeric a «a interfaces, with all heteromeric contacts being made between dimers via a*C contacts.
Alternatively, the subunits could be arranged such that only heterodimers are formed. These
arrangements (and those between these two extremes) are not energetically equivalent because an
unfavourable a-a interface is associated with an energetic penalty different from that for an
unfavourable a-C interaction. We used a penalty of 11 k] mol-! for the difference between a homomeric
and heteromeric dimer interface. This derives from our experimental measurements of the AGq«
values for WT-1 (28.2 k] mol-1), WT2 (30.1 k] mol!) and the heterodimer between WT-1 and WT-2
(19.2 k] mol-t). This value is larger than the calculated stability of the heterodimer based on our
thermodynamic model of the dimer interface (calculated as 7 k] mol!) because of the imperfect
correlation between our experimental values and the model coefficients (R2? of 0.83). For the penalty
of associated with an unfavorable o C interaction we used 7 k] mol-! based on the data in Figure S7C,
using the average of the penalties we measured for the first (26 k] mol1) and second (=%*8 k] mol-1)
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WT-1 peptide binding to a 2« dimer. To obtain an overall energetic penalty for each heteromer, we
enumerated all possible arrangements of subunits within it and noted the number of unfavourable o«

and a°C interfaces in each.

For oligomers smaller than a 12-mer, we have to assume an oligomeric geometry. For simplicity, we
assumed smaller geometries to be topologically approachable as rings of dimers with odd-numbered
oligomers containing an unpaired a-a interface. In these rings, the o C interactions run along the top
and the bottom of the ring, forming two pseudo-vertices. Compared to a tetrahedron, where there are
four vertices, this allows for subunits to be arranged with a smaller number of incompatible a-C
interactions in a heteromer than is possible in a tetrahedron. The ring geometry will therefore lead to
a conservative estimate for how unfavourable heteromers are compared to homomers for oligomers
with fewer than 12 subunits. In addition, experimental evidence for this architecture comes from our

structure of @1, which we observe to pack as a ring of three dimers in the crystal lattice.

To calculate the relative populations of homo- and heteromers formed at equilibrium for an equimolar

mixture of class-1 and class-2 subunits we used the Boltzmann distribution:

1(}:)1 o —DAGL/RT

?1=0 Zl(clj\!—)l e—AAG{('/RT

where x; is the mole fraction of N-mers containing i WT-2 subunits. k enumerates all (1:]) possible
subunits arrangements in an N-mer containing i WT-2 subunits. AAG}; is the energy difference
compared to a homomer of subunit arrangement k in an oligomer containing i WT-2 subunits
determined as described above. For homomers (1;') =1 and AAG, = 0, so the numerator of the
expression equals 1. In the numerator, Z?LO sums over all possible hetero-oligomers of size N that

contain j WT-2 subunits. As the difference between non-selective and selective interfaces tends to
zero, AAG, — 0, the distribution reduces, in accordance with the expected binomial distribution, to:

‘g )

X; = —_ —
L) P
j=0\;j

corresponding to a distribution that is determined solely by the mixing entropy.

The relative macroscopic stability AAG"*° of heteromeric N-mers containing i WT-2 subunits
compared to homomers was calculated as:

N

@) i
AAGT™ = —RTan e~ AAGK/RT
k=1
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which reduces to the mixing entropy —RTln(’}') as AAGy - 0.

It is important to note that this simple formulation is only valid for equimolar mixtures of subunits,
though it could be extended to allow comparison of the energies of oligomers with a different total

number of subunits.

Energetic cost of homomerization

In order for two oligomeric paralogs to be self-selective, their subunits need to make more favorable
interactions in homomers than they do in heteromers. The change in free energy associated with
replacing WT-1 subunits in a WT-1 homomer with WT-2 subunits, AGpepir(Which we express as

Gromo — GHetero), has to be more positive than the change in entropy associated with the replacement.

We approximated the true value of AGp,,i, by calculating the value that results in a molar ratio %,
0

where X, is the mole fraction of homo-N-mers, and x4 is the mole fraction of heteromers with 1 WT-2

subunit and 11 WT-1 subunits. Smaller values ofﬁ—1 thus reflect a higher degree of self-selectivity.
0

Using the expression for x; from above:

N
) o —DAGL/RT ()
k=1

x .
21 Zk= — z e —DAGL/RT

N
X
0 Zl(c0=)1 ¢0/RT k=1

We next note that for oligomers with closed symmetries all subunit arrangements are energetically
equivalent when i = 1 (all AAGE = AGpgpmiy) to write:

X
_1 = Ne —AGpemix/RT

Xo

Rearranging for AGp iy

X1
AGDemix = —RTIn (N_xo)

The value of AGp,,,;, Tepresents the total energetic penalty required per subunit and can be

distributed across several heteromeric interfaces.

This expression is somewhat inaccurate for odd-numbered oligomers in which at least one subunit
does not have all its interfaces satisfied. In that case not all arrangements are energetically equivalent
when i =1 and this expression would underestimate the energy required to suppress
heteromerization. For such oligomers (like in the ring-like geometry we used above), it would be

necessary to treat the topology of the oligomers explicitly using the approach detailed in the previous
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section to determine whether particular AGp,,,;, Values are sufficient to suppress heteromerization.
The expression also assumes that all subunits are associated into oligomers and overestimates the
AGpemiy Significantly in cases where the subunit concentration is low enough for monomers to be
populated significantly. In our core domains, for example, a AGp i, Of about 11 k] mol is sufficient
for no detectable heterodimers to form between 1« and 2« subunits at low micromolar concentrations,
when our formula puts the required value at about 14 k] mol-1.

For Fig. 4A we set i—l to 0.02, corresponding to oligomers with eleven WT-1 and one WT-2 subunit, and
0

oligomers with eleven WT-2 and one WT-1 subunit each being populated at 1% of the total.

Generalization to unequal mixtures

To generalize our statistical thermodynamics model to unequal concentrations of the two types of
subunit, we began by designating nfc the number of oligomers in the ensemble that have i WT-2
subunits, where the index k denotes each of the (1;') different arrangements of i WT-2 subunits in an

oligomer of size N. The total number of oligomers N, in the ensemble is then given by:

SENGCEY
NO = z z nk
izo k=1

The number of ways, W, of achieving a configuration specified by the set {nf(}, is given by:
InW = NoInNg — zn;;lnn,i(
ik
We introduced three constraints, imposing the conservation of energy, and of the total number of each

of WT-1 and WT-2 subunits:
E:zE,‘;n,i( nlzzin,i{ nzzz(N—i)n};
ik ik ik
where E is the total energy of the system, n; and n; are the total number of WT-1 and WT-2 subunits,

respectively, and N is the size of the oligomer.

Then, to find the values ofn;'( that satisfy the expression for In W subject to our three constraints, we

introduced three Lagrange undetermined multipliers a4, @, and  to yield:

Pl o) =0 + (Y ik )+ o (Y00 - ) - (Y i)
ik ik

ik
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We then maximized F with respect to n,i(, a1, and B by differentiating with respect to all four

variables and setting the derivative to zero. For a4, a,, and 3, this yielded the original constraints, and

for ni:
oF nk) ,
-= —In|— )+ a;i+a,(N—i)—BE:=0
T (No i+ N = D) - BEf
n _ ea1i+a2(1v—i)—ﬁ(5,i)

Letting a = e“1,b = e%2, we arrived at:
M ; i
X = qip(N-1) o —BE
0
which is the fractional population of an oligomer of size N with i WT-2 wild-type subunits and subunit

arrangement k.

To obtain the fractional population x; of all oligomers with i WT-2 wild-type subunits we summed

over all arrangements.
(D)

x; = alb®@=D Z o—BEL
=1

To evaluate this expression, we substituted E} with AAG, and need to assign values to a, b, and 8. 8,
as per standard statistical thermodynamics, is equal to 1/kgT , while a and b are found by substitution

into the expression for n; and n,, yielding:

N ()
z ialbW=0 Y e=BEk = Np
i=0 k=1

()

N
z(zv —)atpWV-D z e PEx = N(1 —p)
i=0 k=1

where p is the molar fraction of WT-1 subunits.

The values of a and b can then be found numerically for any given p. In the limit where difference
between non-selective and selective interfaces tends to zero, E;,, = AAG, — 0,a=p and b = 1-p, and the

distribution reduces to a regular binomial distribution (see previous section).

22



Statistical analysis of the distribution of stoichiometries

As a crude approximation of the evolutionary process, we assumed that our control distribution is
representative of the true distribution of oligomeric sizes in different protein families. Were there no
bias in the kinds of oligomers that become selective after gene duplication, our distribution of selective
oligomers would be a sample of the underlying control distribution. We can compute the likelihood of
the observed frequencies of selective oligomeric sizes by taking the observed frequencies from the
control distribution, and computing the likelihood L of the selective dataset using the binomial

distribution:

S,

N,
Lsetective = l_[ (k S‘> (kc,i/Nc)ks'i(l - kc,i/Nc)NS_ki
i

where Ny is the is the total number of oligomers in the selective dataset, N, is the total number of
oligomers in the control dataset, kg ; is the number of selective oligomers of stoichiometry i and k. is

the number of oligomers of stoichiometry i in the control dataset.

Our control distribution is a poor fit to the selective distribution (Fig. 4D). Specifically, there are fewer
larger oligomers and an excess of dimers, relative to our control distribution, suggesting a bias in the
evolutionary process that makes it easier for smaller oligomers to become selective. To test if this bias
could stem from the higher energetic barrier to homomerization larger oligomers have to overcome,
we considered a model in which the probabilities of observing an oligomer of any particular size in the
control distribution are modified according to:

— kc,i
N.logi

pi
where log i in this expression is proportional to the energetic barrier to homomerization for an
oligomer with i subunits (see above). The resulting proportions are then normalized to sum to 1. To
assess the fit of this model we computed the new likelihood

N
Lmoger = | | (k ) (p)¥si(1 = ppysh
i

s,i

To determine if the introduction of the additional parameter in our model is justified by the
improvement in the fit to the data, we computed Akaike information criterion scores (AIC) (71) for
both likelihoods, using the number of oligomeric sizes in the control set as the number of parameters,

and adding an additional parameter for our log-corrected model.
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We then computed the p-value as:

AlCseiective—AICmodel
2

p=e

Biologically, this model implies that the higher energetic barrier to homomerization leads to a lower
average fixation rate for selectivity after gene duplication in the case of larger oligomers. If the
evolution of selectivity after gene duplication usually precedes any significant functional
diversification, selectivity most likely evolves largely by random genetic drift. Its fixation rate in that
case would be determined by the neutral mutation rate at which alleles conferring selectivity are
introduced into the population (72). Our model then implies that this neutral mutation rate depends
on the energetic barrier that oligomers must overcome to become selective: larger oligomers either
need more substitutions to overcome the barrier than smaller oligomers, or they need mutations that

confer a large amount of selectivity but are rarer than mutations that have a less drastic effect.

In essence, our model then approximates the mutational distribution of AAGys (see our
thermodynamic model above). For the effect of mutations on stability this distribution is universally
Gaussian (73). Our (log i)t correction may thus stem from being of similar shape to the positive side of
a similar distribution for AAG,s of homomerization. We do not consider the particular form we fitted
to necessarily be biologically significant, but instead use it to note that a reciprocal relationship can
explain, statistically, the difference between the control and the selective dataset. Determining the
shape of this distribution more accurately would require a much larger sample set than is currently

available.

We also caution that our fit is largely determined by the data for the smallest four oligomeric sizes
because of sparse sampling for larger oligomers. There might be other processes that explain the
discrepancy between the distributions. For instance, dimeric protein families, in which selectivity
evolves often, may have particular functional properties that make the evolution of selectivity
especially likely. Or, our sampling may be inadequate to yield reasonable long-term averages for the
evolutionary process. Our data may thus be dominated by processes idiosyncratic to the protein
families in our limited sample: while mutation rates can vary significantly between different kinds of
proteins, our interpretation assumes an average neutral mutation rate that is reasonably
approximated by the difference between our distributions. With these caveats in mind, we view our
structural bioinformatics results as a hypothesis that warrants more detailed investigation, with more

detailed evolutionary models (74), and improved and phylogenetically informed sampling.
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and humans (right). In both cases most pairs of selective paralogs are co-expressed in several tissues.
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Fig. $3. WT-1 and WT-2 have the same quaternary structures. A) Overlay of experimental SAXS curves
for WT-1 and WT-2 at three different concentrations. The high degree of overlap at low momentum
transfer, Q, suggests they adopt the same quaternary structure. B) Both proteins are hexamers of
dimers, with all possible arrangements into symmetric 12-mers being variations of tetrahedra, single-
or double-rings (13). Experimental SAXS curves (black) of WT-2 (upper) and WT-1 (lower) overlaid
on curves calculated for theoretical models of tetrahedral (blue), double ring (yellow) and circle
(green) oligomers. Red lines correspond to the relative importance of features along the theoretical
curves used by a learning algorithm (see Supplemental Experimental Procedures for details), trained
to distinguish between candidate architectures. Both proteins are classified as tetrahedrons by this
algorithm with >95% confidence. C) A close ortholog of WT-1 has been crystallized as a double ring
(75). To validate a tetrahedral geometry for WT-1, we noted that the number of subunits connected by
a closed network of a*C contacts is unique to each of the three architectures (upper). We engineered a
double mutant, Cys-1, to form a covalent disulphide bond within the a-C interface. When the oxidised
12-mers are subjected to gas-phase activation they dissociate into covalently linked trimers (purple)
and 9-mers (green). This is only consistent with a tetrahedral architecture. The equivalent construct
for WT-2 resulted in highly heterogeneous cross-linked oligomers that were both larger and smaller
than the native 12-mers, indicating that in WT-2 the geometry around the engineered cysteine is not

unique to 1Z2mers.

27



A B Cc

100 RTINS - EREEEEE . 100 - = _
pmors éo,z A 0.0 min
3-mers 30% isopropanol £
4-mers 201 0.5 min

=
\ 0'0024681012 —e
\ 4°C o i
R Labelled subunits min
.l IJWA» \ " /\\,\ 5.0 mi
: 12-mers ;
/ 60.0 min
10% isopropanol /\/\
<30 sec
01 =y Y= b A 120.0 min
I - . \UAN —
2000 4000 6000 8000 6200 6400 6600 6800 212000 214000 216000
m/z m/z Molecular mass /Da
D E
06 ; : . : : : : :
I I | I I Y |
0.5 r B 1r © Monomer
v Dimer
c 0.4 WT-2](WT-2"] 10
I el e LR T £
£03 e 1 51 E S
o e 4 3 _8 ﬁ
o 2 o) 2 E
=029 o 182, 8 8
M R - * <
0.1 —
0 L\ 4/.7%/?/”’1—/\:_‘ !
-4 L L L i L
0 20 40 6010 120 315 320 325 330 335

Time /mi
ime /min Temperature /10°K™

Fig. S4. WT-1 and WT-2 do not hetero-oligomerize even though both continuously recycle their
oligomers via subunit exchange. A) Disassembly of a mixture of WT-1 and WT-2 in 30% isopropanol
results in sub-oligomeric species (upper) that reassemble very quickly upon dilution without
producing heteromers (lower). B) Mass spectrum of WT-2 and its 13C-labelled equivalent incubated as
a 3:1 ratio at 40°C for 120 min, deconvolved to show the contributions of all exchanging species. 12-
mers comprising varying numbers of each subunit are observed, revealing the subunit exchange
behaviour of the sHSP. For clarity, only the seven most abundant stoichiometries are shown. Bar chart
shows the mole fraction as a function of the number of labelled subunits in the 12-mer (inset). C)
Time-course of mass spectra obtained for the incubation mixture in (B), focusing on the 34+ charge
state. 12-mers comprising even numbers of each subunit are observed at earlier times than those
comprising odd numbers of each. D) Kinetic fit of the time course in (C) based on concurrent monomer
and dimer exchange. Subunit exchange occurs sequentially. For clarity, only the seven most abundant
stoichiometries are shown. E) Arrhenius plots for monomer (triangles) and dimer (circles)
dissociation rate constants in WT-2 (orange) and WT-1 (blue). The off-rate constants are found by
performing the experiments and fits described in (B-D) for both proteins at different temperatures.
Even though WT-1 exchanges monomers and dimers faster than WT-2, both recycle their oligomers

sufficiently fast at equilibrium that, if they are thermodynamically stable, hetero-oligomers should
28



appear in a mixture within a few minutes at heat-shock or a few hours at room-temperature. Error

bars are standard deviations calculated from 1000 bootstrap replicates.
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Fig. S5. Sequence alignments of class-1 and class-2 sHSPs. A) Sequence alignment of representative

class-1 (blue) and-2 (orange) sHSPs from diverse land plant clades. Both angiosperm sequences are
from Pisum sativum, bryophyte sequences are both from Physcomitrella patens, and gymnosperm
sequences are from Pseudotsuga menziesii (class 1) and Picea glauca (class 2). The a-crystallin domain
is shaded grey, and flanked by an N-region and C-terminal tail. Secondary structure elements within
the a-crystallin domain are indicated. Class-1 sHSPs incorporate an IXI motif (blue shading) in their C-
terminal tails, whereas class-2 sHSP have a longer 1/VXI/VXI/V equivalent, as well as a tri-proline
repeat (orange shading). B) Sequence alignment comparing only WT-1 and WT-2, highlighting the
differences between their sequences (| denotes identical, : biochemically similar, and . dissimilar
amino acids). The plot above the alignment shows the p-value of a statistical analysis (see
Supplementary Experimental Procedures) based on site entropies (derived from an alignment of the
class-1 and class-2 sequences in the phylogeny shown in Fig. S2) that identifies sites specifically
conserved in either class-1 (blue) or class-2 (orange) sHSPs. Low p-values highlight the differences
between the two protein by indicating that a specific amino acid state is conserved only in one class at
that site. The shaded area corresponds to p<4.3x10-* (corresponding to p<0.05 after Bonferroni
correction for the 114 sites that were tested). The p-values are only plotted for the a-crystallin domain

and C-terminal tail because of poor alignment quality in the N-terminal region.
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Fig. S6. Hetero-oligomers are functionally impaired compared to homomers. A,B) SDS-page based
functional assay monitoring the partitioning of chaperone from the soluble fraction (S) into the pellet
(P) when incubated without (A) or with (B) pea leaf lysate. The arrows indicate the locations of the
sHSP band(s). In cases where two chaperones are mixed, the lower band always corresponds to WT-2.
A) Control experiments to test the effect of heating on the proteins in the absence of lysate
demonstrate that all three remain soluble for the duration of the experiment. Shown is the protein
content of only the soluble fraction, since the pellet was negligible in all cases. M indicates the
molecular mass markers at 17, 28 kDa. B) Representative denaturing gels showing the partitioning of
chaperone between the soluble fraction (S) and pellet (P) when incubated with pea leaf lysate. M
indicates the molecular mass markers at 6, 14, 17, 28, 38, 49, 62, 98 kDa. The top left gel shows the
partitioning of lysate in the absence of chaperone. Partitioning curves corresponding to experiments
involving only one chaperone are shown in C). Experiments corresponding to the two mixtures of
chaperones are shown in Fig. 1H. C) Partitioning curves and extracted pseudo first-order rate
constants (inset) for WT-1, WT-2, and N1«1¢2. WT-1 partitions at a slower rate than WT-2, and the
chimera behaves indistinguishably from WT-1 (n=3, + standard deviation). Errors in the inset are
standard deviations from 1000 bootstrap replicates of the fit.
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Fig. S7. N-terminal contacts are not selective but determine the kinetic stability of oligomers at
equilibrium A) A mixture of WT-1 and N2¢1¢1 results in heteromers populating both odd and even
subunits, demonstrating that N-N contacts are not selective. The mixture displays no detectable
exchange at 22 °C, and has not reached equilibrium after 40 min at high temperature. This makes its
exchange kinetics similar to that of WT-2, whereas WT-1 reaches equilibrium within minutes at this
temperature. Breaking of N-terminal contacts is therefore rate-limiting for subunit dissociation during
equilibrium subunit exchange. B) A mixture between WT-1 and N1«1¢2 exchanges subunits readily at
room temperature. Exchange of WT-2 is essentially undetectable at this temperature. The swapped C-

terminal tail has therefore not converted the faster exchange behaviour of WT-1 into that of the slower

WT-2.
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Fig. $8. IM-MS spectra of truncation mutants. A) «1¢1, fused to an MBP tag, forms relatively small
oligomers, including odd-numbered stoichiometries (shown in Figure 3A). Larger, even-numbered
oligomers of «2¢1 are observed if a his-tag is used instead of MBP. This construct is, however, only
marginally soluble in ammonium acetate. B) N1«1 (left) and N2¢2 (right) do not assemble beyond
dimers, leading to exposure of the N-termini. Both proteins suffer from truncations as a result, leading
to an ensemble of dimers that incorporate different monomers. Numbers indicate residues remaining
after truncation. C) Mixture of truncation chimera @«1¢2 with WT-1, demonstrating that subunits
without N-terminal regions can exchange onto WT-1 12-mers that contain N-terminal regions, but not
vice versa. This implies that N*N contacts are only made in 12-mers. The region where WT-1 12-mers
would normally appear (boxed) shows a broadened of signal, indicating a mixture of subunits of
different lengths in 12-mers. The additional stoichiometries populated only by «1¢2 show no sign of
broadening, indicating that no WT-1 subunits have incorporated into any stoichiometry other than 12-
mers. 11-mers result from tandem-MS of ions in the shaded region, allowing us to identify

stoichiometries containing up to 3 truncated subunits (inset). Hence, the parent 12-mers contained as
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many as 4 truncated subunits. ®1¢2 was chosen for this experiment because it is the only N-terminal
truncation that is soluble without a tag that might affect the subunit exchange behaviour. D) «1¢2
assembles into 6-14-mers in even-numbered steps, and therefore has a compatible a*C combination.
E) «2¢1 does not assemble beyond a dimer, indicating that its a*C combination is incompatible (starred
peaks denote an impurity). F) N122€1 has an incompatible a*C combination (E) and does not
oligomerize despite having an N-terminus (lower). Black peaks are impurities. Tandem-MS of the
shaded region confirms the dimeric stoichiometry (upper), and reveals monomers to be truncated on

the N-terminus (inset). Numbers indicate residues remaining after truncation.
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Fig. S9. Thermodynamic basis of selectivity in the a-C interface. A) IM-MS spectra of «1 and «2
incubated with €1 and 2. Sequential binding of peptides to dimers, as well as single peptides binding
to monomers can be resolved (* denote impurities). B) Isotherms for «1 and 2, monomers and dimers,
binding ¢1 and €2 obtained from titration experiments and IM-MS spectra as in (A). Error bars are
standard deviations from measurements in triplicate. C) Free energies of association, AG« ¢, obtained
from (B). «2 dimers bind ¢1 with much reduced affinity compared to €2, indicating selectivity for self-
interaction. Measurement errors determined by bootstrapping as <15%. See Table S1 for information

about the constructs.
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Fig. S10. Heterodimers do not form, despite a seemingly compatible dimer interface. A) Mass spectra
of a1 or @2 incubated individually (left and middle) with their 13C-labelled equivalent (thicker outline
in schematic), and a mixture of «1 and «2 (right). Both «1 and «2 form monomers and dimers at low uM
concentrations. For each case, three peaks are observed for each dimer charge state, the middle one

corresponding to dimers comprising a heavy and a light subunit as a result of subunit exchange.
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Exchange is extremely rapid for homodimers (<1 min, the dead time of our experiment). When «1 and
a2 are mixed, only two charge state series are detected for the dimers, corresponding to both
homodimers (right, orange and blue peaks underlined as dimers). Formation of heterodimers would
result in a third peak for each dimer charge state in between the red and blue peaks (purple dotted
line). «1 and @2 therefore do not form detectable levels of heterodimers. B-E) The *1 and 2
homodimers behave indistinguishably from a «1 «2 heterodimer in MD simulations. B) Root mean
square deviation of the @1 (blue), «2 (orange), and the heterodimer (purple) as a function of simulation
time. C) Number of inter-chain hydrogen bonds as a function of simulation time. The three dimers
make an indistinguishable number of hydrogen bonds across the dimer interface. D) Buried surface
area of the three dimers as a function of simulation time. 2 buries less surface area than «1, but the
heterodimer buries as much as «1. E) Number of residue pairs that make contact (defined as a <3.5

A distance between non-hydrogen atoms) between monomers, as a function of simulation time.

37



—--180° —--180°

50 60 70 80 90 100 110 120 130 140 50 60 70 80 90 100 110 120 130 140 D 50 60 70 80 90 100 110 120 130 140
140 ¥ Q

140 L8/ L8/ 140
£130 P X
130 L8/9 L8/9
12
120 0
6-82 . 6-82 . 110
110 poB . £ .
100
100
-90
90
80 -80
70 !
7 .. . ]
_
*86-p2° L8/9 6-62 L8/9 t60 >
860 B&-B. p6-p2 8
: Y % ©
2 50 Frmmmrrmmr——————— S ;
° 50 60 70 80 90 100 110 120 130 14050 60 70 80 90 100 110 120 130 140 gl | 50 60 70 80 90 100 110 120 130 140
>
B4 50 60 70 80 90 100 110 120 130 140 50 60 70 80 90 100 110 120 130 140 O 50 60 70 80 90 100 110 120 130
2 5 (TN A ATt o TR O e
$ ) L8/ . L8/ 140 E 0& 00711
130 @ = %L £ DS 2 150
9 130 © 7
120 x © 5 Sy 120
120 H ©
3 - N E 3 _ . e N 01|
1104 B6 BZ‘. g6 I32“ 110 0 6}0}'!. 110
100'% 3 % 100 = 100
90 . x . S i . 90
O .
80 x %6, 80
80 :
70 E 3 3 '07:0'.. 70
. . . . 70 {eé, S !
60- 62" L8/9 £ *B6-B2Z L8/9 31Xy . . o\'%,eo
60 & N
504 % E '% 3 h\ll\od’ . ‘9,50
I 50 s
50 60 70 80 90 100 110 120 130 140 50 60 70 80 90 100 110 120 130 140 50 60 70 80 90 100 110 120 130
Residue number Residue number
80 120 140
E 0.5 T T
£ —8- 1 in %192 hetero-dimer
£ —®— 92 in °1°2 hetero-dimer E
L
0
=02
o
0.1

Residue number

Fig. S11. A simulated heterodimer shows no obvious interfacial incompatibilities and makes very
similar inter- and intra-molecular contacts. A) Inter-molecular contacts made in the $6°32 interface in

the cluster-average structure of a 2 us MD simulation of a heterodimer between «1 (blue) and «2
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(orange), shown for the «1 2 interacting with 6 on 2 (left) and vice versa (right). B) The same
region shown as in A, shown for the cluster average structures from 2 ps MD simulations of the two
homodimers. The contacts at the interface rearrange somewhat relative to the crystal structure (Fig.
3D), with the m-stacking interaction not made in the cluster average structure of «1 (though it is found
in some frames of the simulation). C) Inter-molecular contact maps across the dimer interface of «1
(blue) and «2 (orange) and the heterodimer (purple). The upper left half always shows the contacts
made in a homo-dimer, whereas the lower right half always shows contacts made in the heterodimer.
D) Intra-molecular contact maps comparing the contacts made within the monomers of a heterodimer
(lower right half) to those in made by the same protein in a homodimer. The contact maps reveal no
obvious differences in the intra- and inter-molecular interactions made by the proteins in their homo-
dimeric, and putative hetero-dimeric, states. E) Average root mean square fluctuation plotted per site
for all three dimers, with each chain plotted separately. There are no significant differences at the

interfaces (shaded).
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Fig. S12. Measuring the determinants of selectivity in the a-crystallin domain. Raw (A) and integrated
(B) isothermal calorimetry traces for dissociation of *1 and «2. C). In both proteins association is
exothermic, but the relative contributions of entropy and enthalpy differ, suggesting differences in
their association mechanisms. D) The average charge states and collision cross-sections for monomers
and dimers of all domain constructs, coloured according to whether they comprise either a class 1
(blue) or class 2 (orange) B-sandwich. The average charge states are low in all cases, indicating folded
conformations, and the collision cross-sections in all cases do not change significantly in the chimeras,
confirming that all chimeric constructs fold into a shape comparable to that of the WT constructs.
Notably, class-1 based constructs have slightly higher charge states, indicative of slightly more facile
ionization relative to class-2. E,F) Representative titration experiments to determine AGq« values for
homo- and heterodimers. In both cases, relative intensities are fitted globally to a dimerization model.

We first measured for each construct its homodimer AGq «by obtaining spectra at successive dilutions
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(upper). For heterodimers, the concentration of one construct was held constant, while the other was
titrated (lower). G) Complete set of AG. « values for each pairwise combination of chimeric and wild-

type domains.
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Fig. S13. Different parts of «1 and *2 have a propensity to deform towards their monomeric
conformations in MD simulations. A,B) Top three cluster average structures of the «1 (A) and «2 (B)
monomer simulations. The relative sizes of the clusters they represent are indicated above each
structure. Coloring as in Figure 3H,I. C) Root-mean-square fluctuation shown for both proteins. The N-
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terminus (containing $2) detaches and becomes very mobile in «2 (orange) but not «1 (blue). *1 has a
slightly more flexible loop than «2 (light gray shading). D) The per residue RMSD of monomeric «1 and
a2 when compared to their respective dimeric conformations. «1 is less similar to its dimeric
conformation than «2 in the loop (light gray shading). «2 is less similar to its dimeric conformation
than «1 around its detaching 2. Shaded area represents SEM from three independent replicates (see
Supplementary Methods for details). E) Contact maps for the monomeric structures of «1 (blue) and «2
(orange) combining all three replicates for each protein. @1 makes more contacts between residues in
the loop and 6 (square) than «2. 32 detaches from (3 in @2 but not in «1. F) Principal component
analysis comparing the conformation of #1 and 2 monomers in the MD trajectories. The three
replicates of the wild-type simulations are overlaid as in blue («1) and orange («2). The shapes of the
combined distributions are shown above as solid blue and orange lines on an arbitrary scale. The
largest component captures differences in the loop and 32 conformation (upper). Projected onto this
structure, dimers (black line) fall exactly in between the areas occupied by the two different
monomers. Structures shown represent the lowest (left) and highest (right) value of the component,
corresponding to the left-most and right-most point on the x-axis. Chimeric monomers fall between
the extremes defined by the wild type domains, indicating that all three parts have distinguishable
monomeric conformations between «1 and «2 (lower). The 5112b2 chimera combines the parts that
adopt conformations most similar to those in the dimer in our simulations of the wild-type monomers
(D) and consistently it occupies the same region along the first component as the dimer structures.
Error bars are the median absolute deviations calculated over the trajectory. G) Differential scanning
calorimetry analysis shows that the melting temperature of «1 chimeras is shifted upwards, indicating
stabilized dimers. «2 chimeras (orange lines) that abolish dimerization have poorly defined melting
temperatures and diminished AHufolding (area under the curve), indicating a loss of structure in the

monomer.
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Fig. S14. Class-specific conservation in the a-crystallin domain. A) Sequence logos for the a-crystallin

shaded in blue and orange. Sites were classified as conserved if they fall within the slowest evolving

domain from WT-1 (upper) and WT-2 (lower). Residues conserved specifically in each class are



25% of all sites within each class based on the JTT model of sequence evolution with a four category
gamma distribution and empirically derived amino acid frequencies and the tree topology and branch
lengths shown in Figure S2 (see Supplementary Methods). Sites at which both classes had the same
consensus residue were excluded. If the site was conserved in only one class, but shared the same
consensus residue with the other, it was only classified as specifically conserved if, in the non-
conserved clade, the site evolved at a rate falling within the 50% fastest evolving sites. We identified
17 and 9 sites that were specifically conserved in class-1 and -2 domains, respectively. B) Left:
Difference contact maps for «1 and @2 based on the maps shown in Fig. S13E. Sites that have higher
occupancy in «1 or «2 are shaded blue and orange, respectively. Interactions that show differences and
involve a specifically conserved site have a black outline. Right: Representative structures from our
MD simulations illustrating the contacts highlighted in the contact map. Conserved residues are shown
in blue and orange. W55 packs tightly into the 3-sandwich in «1 and prevents it from detaching. *2 has
a conserved valine in this position that cannot achieve the same tight packing. K65, R118 and T138
form hydrogen bonds across the «1 3-sandwich, while K73 packs against it without making a hydrogen
bond. E95 and D101 make backbone contacts within one of the short helices in «1’s loop. In «2, R91
makes a number of stabilizing hydrogen bonds and Van der Waals interactions across the loop,

preventing it from adopting the curled up conformation seen in 1.
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Fig. S15. Empirical measurements of interface stabilities combined with a quantitative model of
oligomerization can predict the distribution of heteromers between 1N1¢2¢ and WT-2, mixed at a
molar ratio of 1:2.5. A) We developed a quantitative model that describes the formation of heteromers
according their interface stabilities (see Supplementary Experimental Procedures) and tested it
against our empirical data from Fig 1G using two different sets of parameters. In our simpler model
(left), the oo interface has 11 kJmol-! selectivity, corresponding to the lower bound we determined
for the selectivity of the core domain and there is no selectivity in the a*C interface. For the more
complex model (right), a small additional selectivity term, optimized at 0.5 kJmol-, is added for
interactions between, for instance, different a-crystallin domains at the vertices of the tetrahedron
(76). B) Empirical and theoretical distributions of heteromers in the 1N1¢2¢ and WT-2 mixture. Though
both models recapitulate the overall shape of the distribution, the more complex model produces a
better fit to the empirical data. Both models predict a low population of oligomers with odd-numbers
of either subunit type that we did not observe in our experimental data. C) Simulated spectra of the
theoretical distributions shown above. The individual peak series corresponding to each heteromer
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are shown colored according to B, and the sum of all peaks is shown in black. Shown in grey is the
back-calculated spectrum of the empirical distribution in (A). Lowly populated 12-mer with an odd
number of each subunit type in our theoretical distributions are not detectable as separate peaks in
the combined theoretical spectra at the resolution of the MS experiment (and are thus not in conflict
with the data in Fig. 1G). Our quantitative model can therefore accurately predict the distribution of a

complex mixture of hetero-oligomers based on our empirical measurements of interface stabilities.
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Table S1. Sequence details of WT-1 and WT-2 used to construct truncated and chimeric proteins.
Numbers refer to amino acid residues included in each region. Letters in brackets refer to
nomenclature used in the text for each region. For example, WT-1, which comprises only class-1 amino

acids, is referred to as N1¢1¢1. The chimera N1¢1¢2, would differ from WT-1 only in the C-terminal tail.

Class-1 (HSP 18.1) Class-2 (HSP 17.7)
Wild type (WT) 1-158 1-157
N-terminal region (N) 1-50 1-47
a-crystallin domain (a) 51-143 48-140
-sandwich (S) 51-92 + 111-143 48-89 + 108-140
Loop (L) 93-101 +107-110 90-98 + 104-107
B6 (B) 102-106 99-103
C-terminal tail (C) 144-158 141-157
Peptide 151-158 149-157
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Table S2. Statistics of X-ray data collection and refinement for «1 and «2. The sequences of the

crystallization constructs are the same as those listed for *1 and «2 in table S1.

a2 al
PDB code 5DS1 5DS2
Crystal parameters
Space group C121 P3,21
Cell dimensions
ab,c/A 48.86, 82.69 88.90 89.06, 89.06, 142.90
o, By’ 90,92.108,90 90,90,120
Molecules in A.U.2 3 6
Data collection
Synchrotron In-houseb Diamond
Beamline ) (104)
Wavelength /A 1.54 0.843
Resolution /A 35.02-2.63 77.13-1.85
Reflections 36842 /10426 566725 /56563
observed / unique
Completeness % 98.5 (93.7)¢ 99.9 (99.9)
/ol 7.34 (1.95) 35.12 (1.48)
CC(1/2) 99.1 (88.3) 100.0 (66.9)
Refinement
Resolution /A 35.02-2.65 77.13-1.85
Rwork %e¢e 21.5 20.3
Rfree %f 26.4 24.5
Number of non-H atoms
Protein 2047 4532
Non-protein 1 425
Average B-factor 67.8 52.6
Root mean square deviation
Bond length /A 0.015 0.017
Bond angle ° 1.85 1.746

a. A.U. = Asymmetric Unit

b. Data were collected at 100 K using a Rigaku Superbright rotating anode
diffractometer equipped with a Saturn 944x detector
c. Values in parentheses correspond to the highest resolution shell

d. Rurgd-r = (Z]AI(h,P) = Al(h,Q)|)/(0.5% Al(h,P) + Al(h,Q))

where Al = (VIifI = 0 or —VIifI < 0) as described previously (77)

e. Rwork=2 | Fo-F:| /2 F,

f. Rpee calculated using 5% of the data
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Data S1 (separate file). Microsoft Excel file containing all the data in Fig. 1B-D and Fig. S1. Each
organism is organized into separate worksheets: one containing all selective pairs of paralogs, and
another containing all interacting pairs. For each pair we have listed their UniProt codes, their
percentage sequence identity over the aligned region, their percent GO-term overlap, their GO terms,
and their expression/localization profiles (see above for detailed descriptions of the source databases).
For selective pairs we have also provided the Pubmed codes of papers in which both proteins are
mentioned without an interaction being reported. For interacting paralogs we haved listed the

Pubmed codes for papers that report their interaction.

Data S2 (separate file). Microsoft Excel file containing the data in Fig. 4D. The file contains the
UniProt codes, PDB codes and stoichiometries for selective oligomers and oligomers without paralogs

(see above for a description of the database used for this analysis).

All data underpinning the entire manuscript is freely available for download, from the following URL:

https://doi.org/10.5287 /bodleian:54jBVeAzw
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