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Supplementary Note 1

Quantitative considerations on peptidoglycan synthesis in E. coli 

The rate of peptidoglycan (PG) production in the studied organisms was estimated based on 
experimentally determined total number of peptidoglycan monomers per cell. The cell wall of E. coli 
comprises of ~1.5 layers of PG (1), containing 3.5 x 106 PG monomers (GlcNAc-MurNAc-pentapeptides) 
in total (2). However, a significant portion δ of PG is degraded by hydrolases during cell growth. 
Accordingly, since a cell wall turnover of ~50% was observed (3, 4), within one doubling time a total 
number of 5.25 x 106 monomers of PG has to be translocated across the cytoplasmic membrane in 
order to satisfy the demand of PG of one E. coli cell. Hence, for a doubling time TD of 36 min 
(corresponding to the measured amount of PG monomers (2)), the rate of PG synthesis is given by:  

𝑗"# = (1 + 𝛿)	× 	(PG	monomers	per	cell) ×
ln(2)
𝑇9

	= 3.5	 ×	10>	PG	monomers	cell?@ × 	1.5	 ×
ln(2)
36	min = 	1.01	 ×	10C	PG	monomers	cell?@min?@ 

Given that the lipid II cycle (Fig. 1a) is the major pathway of PG synthesis, the transition time of individual 
carriers through all states of the cycle determines the rate of PG monomer transport across the 
cytoplasmic membrane. We derived this transition time from assuming a closed-loop system of cyclic 
reactions – showing subsequently the validity of this assumption by assessing the relevance of de novo 
synthesis of individual carriers (Supplementary Fig. 1a). In such a closed-loop system, all substrate 
pools of the individual reactions equilibrate such that the individual fluxes - defined as the actual number 
of reactions occurring per time interval - are identical and, in particular, equal to the PG synthesis rate. 
Accordingly, by transitioning through the different states of the cycle, the dwell time of individual 
intermediates in every state differs, based on the speed of the subsequent enzymatic reaction 
(Supplementary Fig. 1b). More precisely, in highly efficient enzymatic reactions, catalyzed by enzymes 
with elevated catalytic rates or with high enzyme abundances, a substrate is converted into the product 
state much faster and, consequently, dwells much shorter in the substrate state, than in less efficient 
reactions. This governs the distribution of the pool levels within the cycle and leads to small substrate 
pools for fast enzymatic reactions and an accumulation of substrates for reactions catalyzed by slower 
or less enzymes (compare Supplementary Table 1a). Hence, the time one carrier molecule needs to 
complete a full round in the lipid II cycle was calculated from the dwell times within every intermediate 
state (Supplementary Fig. 1b). Considering the simplest scenario, the flux from one state into the next 
one, ji, depends on the substrate levels (Si) and the speed of the reactions (ki) and is equal to the PG 
synthesis rate jPG, as mentioned before 

𝑗D = 	𝑗"#~	𝑘D[𝑆D]	

This assumption of a proportional dependency of the flux from the substrate pools is valid in the case of 
first order kinetics or sub-saturated enzyme reactions. For highly saturated enzyme reactions, the flux 
is unaffected from the substrate pools but directly dependent on maximal velocity of the enzyme. As 
shown in Supplementary Table 1 and discussed later in detail (see section Simplified model of the lipid 
II cycle in Methods), the enzymes in the lipid II cycle operate on the brink of saturation, where the actual 
substrate pools still have a significant impact on the fluxes. Hence, the rate (ki) at which a single 
molecule reacts from substrate state to product state is 

𝑘D =
𝑗"#
[𝑆D]

, 

and the dwell time (ti) within the substrate state is given by 

𝑡D =
1
𝑘D
.	



Finally, the total time (ttot) one carrier molecule needs to complete a full round of the cycle is the sum of 
all dwell times in the individual states 

𝑡LML =N𝑡D = 	N
1
𝑘D
	
	
= 	N

[𝑆D]
𝑗"#

	=	
	

∑[𝑆D]
𝑗"#

. 

Considering the PG synthesis rate of 1.01 x 105 molecules per minute and the sum of all lipid II carrier 
molecules in the individual states (∑[𝑆D]	~1.5 x 105 molecules; Supplementary Table 1a), a full transport 
cycle requires ~90 seconds (Supplementary Fig. 1b).  

In the full in vivo scenario, the de novo production of UPP in the cytoplasm and the dilution of all lipid II 
cycle intermediates create a non-trivial system of PG synthesis different from the considered closed-
loop assumption (Supplementary Fig. 1a). In order to assess the validity of the principles derived from 
the closed-loop system for the in vivo scenario, we evaluated the impact of carrier (re-)cycling and de 
novo synthesis on PG synthesis. As detailed in the section below, the de novo synthesis of UPP 
balances the increasing demand of lipid carrier during bacterial growth. In particular, total amount of 
lipid II cycle intermediates has to be reproduced during one doubling time to satisfy the PG demand of 
both daughter cells. Accordingly, each individual lipid carrier molecule has to be produced once during 
one doubling time, that is within 36 min in E. coli. However, since a complete round takes approximately 
1.5 minutes, each individual lipid carrier molecule can undergo 24 transport cycles within this time frame. 
Consequently, each lipid carrier is replenished by de novo synthesis due to cell growth not until 24 
rounds of cycling, highlighting carrier recycling as the dominant process driving PG monomer transport 
across the cytoplasmic membrane. Thus, the assumption of a closed-loop system is a good 
approximation of the in vivo scenario, and can therefore help to rationalize the quantitative behavior of 
our full theoretical model of peptidoglycan biosynthesis. 

Calibration of the mathematical model for E. coli 

To identify physiologically relevant parameter values for the model in Eqs. (1-8) given in the Methods, 
we mined the literature for biochemical characterizations of the involved enzymes (Supplementary Table 
1b). Since part of the reactions in the lipid II cycle are catalyzed by a single enzyme (e.g. MraY or MurG), 
the corresponding KM values were directly used in the mathematical model. For all reactions catalyzed 
by several enzymes we found KM values for at least one of the redundant enzymes, and, for parsimony 
reasons, fixed the parameters of our model to these values. In doing so, we assume that all PBPs and 
UppPs operate at similar, effective substrate levels determined by these KM values. However, given that 
the enzyme catalytic rates, kcat, as well as the precise enzyme abundances, [E], were only partially 
characterized (Supplementary Table 2), and that the effective flipping rates ki were unknown altogether, 
we determined these missing parameters via a constrained optimization approach. To this end we 
optimized the maximal velocities (𝑣QRS = 𝑘TRL × 	 [𝐸]) and ki’s for each reaction in Eqs. (1-8) given in the 
Methods, while matching 3 physiological constraints, as detailed in below, and later performing 
plausibility tests for the resulting parameter values. The physiological constraints are: 

(i) While the precise distribution lipid II cycle intermediates in the outer and inner leaflet of the
cytoplasmic membrane was unknown, the total pool levels (sum of outer and inner sub-pool) of
all individual lipid carriers were determined experimentally during balanced growth
(Supplementary Table 1a). This imposes constraints on the equilibrium values of the total lipid
carrier pool levels in Model-Eqs. (1-8):

UPPWX + UPPYZ[ = UPP[Y[ = 			1.2 × 10C	molecules	per	cell 
UPWX + UPYZ[ = UP[Y[ = 	3.2 × 10]	molecules	per	cell	
LIIWX + LIIYZ[ = LII[Y[ = 	1000	molecules	per	cell	
																								LI = LI[Y[ = 700	molecules	per	cell 



(ii) During balanced growth, all fluxes ji from one state of the cycle to the next have to be identical 
and need to equal the PG synthesis rate, jPG. Consequently, flux balance requires that individual 
fluxes match the physiological estimate for the overall PG demand, i.e.  
 

𝑗D = 	𝑣QRS
[𝑆D]

𝐾b + [𝑆D]
= 𝑗"# = 1.01	 ×	10C	molecules	per	minute 

 
for the enzymatic reactions and 

𝑗D = 	𝑘D[𝑆D] = 𝑗"# = 1.01	 × 	10C	molecules	per	minute 
 

for the flipping reactions for UP and lipid II. 
(iii) Given that UPP is synthesized in the cytoplasm and then fed into the cycle by flipping from the 

inner to the outer leaflet of the membrane, this flipping rate is not constrained by the rate of PG 
synthesis itself. However, if flipping of UPP to the external leaflet would be too slow, UPP 
carriers would be diluted by cell growth before entering the cycle. Therefore, it seemed plausible 
that cells flip UPP to the external leaflet at a rate comparable to de novo UPP synthesis in the 
cytoplasm. Under this constraint of ‘efficient carrier usage’, we demanded the rate of UPP 
flipping is equal to the rate of de novo synthesis required to keep the total lipid carrier pool ∑[𝑆D] 
at a constant level, i.e. 
 

𝑘Z""[UPPWX] = 𝛼 =
ln(2)
𝑇9

N[𝑆D]. 

 
Ultimately, the parameters of the resulting set of equations and constraints were determined with a non-
linear optimization approach (for further details of the algorithm see section Parameter fitting algorithm), 
providing an optimal set of parameters (Supplementary Table 2, Supplementary Fig. 1d), as well as an 
estimate for the variances and co-variances of individual parameters (Supplementary Fig. 1d). 
Furthermore, as the fitted parameters set the speed of the cycle reactions, they determine the 
distribution of the different lipid II cycle intermediates in the external and internal leaflet of the 
cytoplasmic membrane shown in the main text (Fig. 2a). The uncertainties in optimal parameters have 
only a moderate influence on the predicted distribution of individual lipid II cycle intermediate pool levels 
(Supplementary Fig. 4b), which in turn does not significantly affect our key results concerning the model 
predictions of the IC50 for different antibiotics (Supplementary Fig. 4a).  

 

Quantitative considerations on peptidoglycan synthesis in B. subtilis 

The PG demand of a single cell is determined by the size of the cell, in particular the cell surface area, 
and the number of PG layers that make up the cell wall. While the cell wall of E. coli comprises ~1.5 PG 
layers on average (1), B. subtilis features a PG thickness of about 20 layers (7), clearly leading to a 
raised demand of PG per unit of cell surface area in the latter. When further considering that at similar 
doubling times (𝑇9e.fghijkjf = 40	min vs. 𝑇9m.nokj = 36	min) the cell size and thereby cell surface area of B. 
subtilis is slightly higher compared to E. coli (Supplementary Table 3a), the theoretical demand of PG 
in B. subtilis is 

PG[Y[e.fghijkjf = 	PG[Y[m.nokj × 𝑅[ × 𝑅q, 

with 𝑅[ =
Trss	tRss	LuDTvwrxxy.z{|}~�~z

Trss	tRss	LuDTvwrxx�.����
	 defining the ratio between the thickness of the cell wall in Gram-positive 

and Gram-negative organisms and 𝑅q =
x���RTr	R�rRy.z{|}~�~z

x���RTr	R�rR�.���~
		taking the ratios of cell surface areas between 

both organisms into account. To further factor in the slight differences in generation times 
(Supplementary Table 3a), the PG synthesis rate in B. subtilis is 



𝑗"#e.fghijkjf = 	PG[Y[e.fghijkjf ×
ln(2)

𝑇9e.fghijkjf
	

= 	PG[Y[m.nokj × 𝑅[ × 𝑅q ×
ln(2)

𝑇9e.fghijkjf
	

= 	 𝑗"#m.nokj × 𝑅[ × 𝑅q ×
1
𝑅#

 

with 𝑅# =
��
y.z{|}~�~z

��
�.���~	

.  Ultimately, for B. subtilis this leads to a PG production rate of ~1.85 ×  106 

molecules	min?@  (Supplementary Table 3a). To meet this higher PG demand we thus adapted all 
individual fluxes within the cycle, 𝑗De.fghijkjf, by the same factor, i.e. 

𝑗De.fghijkjf = 	 𝑗"#e.fghijkjf . 

As explained in the section Kinetic model of the lipid II cycle of the main text, the most parsimonious 
model consistent with all experimental observations assumes enzymes with higher catalytic rates and 
lower affinities to their substrates, as well as higher lipid II cycle intermediate pools to sufficiently saturate 
the enzymes. Hence, for the model in B. subtilis we increased the maximal velocities (vmax) of the 
individual enzymatic reactions proportional to the overall PG synthesis rate, to meet the increase of 
individual fluxes 

𝐸e.fghijkjf ×	𝑘TRLe.fghijkjf = 	𝑣QRSe.fghijkjf = 	𝑣QRSm.nokj × 𝑅[ × 𝑅q ×
1
𝑅#
. 

Since at similar surface concentrations of enzymes, the slightly larger surface area of B. subtilis 
compared to E. coli (compare Fig. 2b, Supplementary Table 3b) suggests that the enzyme abundance 
scales according to  

𝐸e.fghijkjf	~	𝐸m.nokj × 𝑅q, 

we demanded that the catalytic constants (kcat) to increase in proportion to the remaining factors 

𝑘TRLe.fghijkjf = 	𝑘TRLm.nokj × 𝑅� ×
1
𝑅#
. 

Following the assumption of the speed/affinity tradeoff (see section Kinetic model of the lipid II cycle), 
the Michaelis constants KM were raised by the same factor 

𝐾be.fghijkjf = 	𝐾bm.nokj × 𝑅[ ×
1
𝑅#
. 

Finally, the need of higher lipid carrier concentrations in order to saturate the lower-affinity enzymes in 
B. subtilis demanded an increase in the UPP production rate 𝛼 by a factor (𝑅[ × 𝑅q ×

@
��
). The resulting 

elevated lipid carrier concentrations proportionally raise the fluxes of the first order flipping reactions of 
UP, UPP and lipid II, such that the rate constants ki had to remain unchanged.  

 

Influence of antibiotic binding kinetics on the IC50 

While we extensively discussed the effect of the buffering factor �1 + 𝐾�#� as the major contribution to 
the in vivo efficacy gap, there is a second factor arising from the difference between in vivo dissociation 
constant (𝐾�9 =

�������
����

) for the antibiotic-target interaction (Supplementary Table 4c). Compared to the 

in vitro dissociation constant (𝐾9 =
�����
����

) this altered expression reflects a competition between the 

antibiotic binding reaction and the dilution of bound and unbound form target. If the antibiotic-bound 



target is diluted before spontaneous dissociation (i.e. kdiss << 𝛾), antibiotic action is less effective and 
the in vivo dissociation constant increases compared to the in vitro value. In contrast, if antibiotic-target 
interactions occur on much faster time scales than cell growth (i.e. kdiss, kass >> 𝛾), the dilution of the 
pools of bound and unbound lipid intermediates has negligible impact on the efficacy of antibiotic action. 
This is indeed the case for the on-/off-kinetics (kdiss and kass) measured for the bacitracin/UPP interaction 
(Supplementary Table 4c, Supplementary Fig. 4c). Although there are no experimental data available 
for the binding kinetics of the other antibiotic-target interactions, simultaneously scaling kdiss and kass up 
and down by a factor 𝛽 in our full model (while keeping their ratio 𝐾9 =

�����
����

 constant) reveals that the 

impact on the IC50 predictions is moderate (Supplementary Fig. 4d) and that the kinetic parameters 
chosen in our simulations (for 𝛽 = 1) represent a conservative estimate for the in vivo shift of the IC50 
(Supplementary Fig. 4d).   

 

  



Supplementary Figures 

 
 
Supplementary Figure 1. Calibration of the theoretical model of the lipid II cycle in E. coli (a) The 
de novo synthesis of UPP balances the overall dilution of all lipid II cycle intermediates due to cell 
growth. However, as each individual lipid carrier molecule undergoes 24 rounds within the lipid II cycle 
before it is replenished by de novo synthesis, the (re-) cycling of lipid carrier is the dominant process 
that drives the synthesis of PG, as indicated by the thickness of the arrows. (b) Accordingly, the lipid II 
cycle can be considered as a closed-loop system with equilibrated fluxes j1,…,j6 between the individual 
states of the system. In fact, all these fluxes equal the rate of PG synthesis, jPG. Consequently, the dwell 
time of the individual molecules within one of the cycle states, which is dependent on the speed of the 



reaction converting this molecule into the next state, can be calculated from the known overall rate of 
PG synthesis (see Supplementary Text for a detailed description). (c) The theoretical model quantifies 
the individual reactions of the lipid II cycle. The well-studied enzymatic reactions are parameterized by 
Michaelis-Menten kinetics, determined by the enzyme abundances ([E]), the catalytic rates of the 
enzymes (kcat) as well as the substrate affinities to the enzymes (KM). However, the less-studied flipping 
reactions are assumed to follow first order kinetics, defined by rate constants kUPP, kUP and kLII, 
respectively. The production of UPP at rate 𝛼 counterbalances the dilution of all lipid intermediates with 
rate 𝛾, while �

�
= ∑[𝑆D] with Si representing the intermediate substrate i in the cycle. (d) Since the rate 

constants of the flipping reactions, as well as the vmax values of the enzymatic reaction (𝑣QRS = 𝑘TRL ∗
	[𝐸] ), are largely unknown, we apply a constrained optimization approach based on the previous 
quantitative considerations to estimate the remaining parameters (see Supplementary Text for further 
details). The parameter sets of 100 independent parameter fits show variations in some of the parameter 
values. In fact, the most significant variations appear in the rate constants of the flipping reactions. In 
particular, a relation between the parameters of the flipping reactions and the upstream or downstream 
reactions exists – the product of both reaction rates is constant, that is a slower flipping reaction is 
predicted if the up- or downstream reaction is faster and vice versa. For instance, if the flipping of lipid 
II is fast, the lipid II pool accumulates at the outer leaflet of the membrane and the maximal velocity of 
the subsequent PBP-catalysed reaction is assumed to be slightly lower compared to a slower flipping 
because the higher substrate levels of lipid II also contribute partially to a higher flux (red box). This 
relation reflects the fact that the pool levels equilibrate in a way that all fluxes are identical. Consequently 
faster reactions immediately convert the substrate, leading to an accumulation of the product pool, which 
again displays the substrate pool for the subsequent reaction and thereby demands a reduced maximal 
velocity of this reaction for a balanced flux. 
  



 
 
Supplementary Figure 2. Different multimeric binding scenarios lead to cooperative antibiotic-
target-interaction. (a) In case of a two identical antibiotic molecules (A) interacting with one target 
molecule (T), the following binding events are conceivable: (i) The monomeric antibiotic binds to the 
target, determined by the dissociation constant KT-A; (ii) the second antibiotic binds to the formed 
antibiotic-target-complex, determined by the dissociation constant KTA-A and (iii) the dimeric form of the 
antibiotic (dimer formation is determined by the dissociation constant KA-A) directly interacts with target, 
determined by the dissociation constant KT-AA. By evaluating all binding probabilities, we end up with a 
closed expression that describes the cumulative probability of a bound target Pbound, summarizing all 
possible forms of antibiotic-target-complexes (red box, top) (see Supplementary Text for calculation 
details). When assuming similar dissociation constants Ki for the individual interactions, the equation 
can be simplified and appears as the second one in the red box. Obviously, As Hill coefficients n>1 
appear in the equation, the different binding scenarios can generate cooperativity in antibiotic-binding-
interactions. (b) In the more complex scenario of two antibiotics interacting with two targets (T1 and T2), 
one further possible binding reaction arises, namely the binding of the second target to the complex 
formed by two antibiotic molecules and the other target molecule, which is determined by the 
dissociation constant KTAA-T. Again, a closed expression describes the cumulative probability of a bound 
target Pbound (red box, top) and a simplified equation can be found, assuming similar Ki values for all 
binding reactions (red box, bottom). (c) Ultimately, evaluating the expression for the probability of a 
bound target, we also show that the Hill coefficient n takes the highest value if the dissociation constants 
of all binding reactions (Ki1, Ki2) are identical.   
  



 
Supplementary Figure 3. Theory predicts a moderate in vivo efficacy gap for friulimicin and a 
more pronounced difference between IC50 and KD for vancomycin and ramoplanin. (a, c, e) The 
mathematical model predicts the IC50 values (red dashed lines) for the non-cooperative (grey) and 
cooperative (black) binding of friulimicin to UP and the cooperative binding of ramoplanin and 
vancomycin to lipid II. The model predictions match the experimentally determined MICs (red solid lines) 
for all three antibiotics highly precise. In case of friulimicin, the comparison between the model 
predictions and the experimentally determined MIC supports the hypothesis of a non-cooperative 
binding to UP. (b, d, f) Lipid II cycle intermediate pools under different antibiotic concentrations as 
predicted by the theoretical model. While an efficient binding of the antibiotics to their target is always 
observable for antibiotic concentrations around the KD values (blue lines), the reduction of the external 
levels of lipid II to 50% of its maximum - to achieve a halved PG synthesis rate - demands higher 
antibiotic concentrations (IC50). However, as illustrated in the results section, this in vivo efficacy gap 
increases with smaller pool levels (LII<UP) and decreases with higher cooperativity (n = 2 for 
vancomycin and ramoplanin). (g) Taking similar pool levels distributions as well as comparable reactions 
rates as in the full model into account, the reduced model reproduces the predictions of the full model. 
The remaining differences arise from the different reaction kinetics in the two models, as elucidated in 
detail in the Supplementary Text.   



 	
Supplementary Figure 4. Model predictions of the in vivo efficacy gap are robust against 
variations in the model parameters. (a, b) The repeatedly performed fitting procedure generates 
several close-to-optimal sets of model parameters, as characterized by the residuals 𝜒�. However, all 
parameter sets with 𝜒� ≤ 1.1 ×𝑚𝑖𝑛	(𝜒�) displayed here only lead to minor variations in the model 
predictions of the IC50 as well as the distribution of the individual pool levels. The most pronounced 
variation of the IC50 is observable for friulimicin, correlating with the shift between external and internal 
levels of UP. (c, d, e) Since the specific association- and dissociation rates of the different antibiotic-
binding reactions (kdiss and kass, respectively) are unknown, we study the impact of faster and slower 
binding dynamics on the predictions of the IC50 by scaling kdiss and kass up and down by a factor 𝛽. The 
vertical grey lines identify the default model value 𝛽  = 1. As the IC50 is a function of the in vivo 
dissociation constant (ICC� = 	𝐾9 (1 + 𝐾# )), variations in the in vivo dissociation constant (𝐾9  ) caused by 
an acceleration of the antibiotic binding reaction directly lead to variations in the IC50. However, the in 
vivo dissociation constant (𝐾9  ) and thereby the model-predicted IC50 is robust against faster binding 
dynamics for most of the antibiotics, with nisin as an exception that features a slightly decreased in vivo 
dissociation constant (𝐾9  ) and consequently a reduced IC50 for an accelerated antibiotic binding and 
unbinding. Ultimately, the predicted buffering factor (W¡¢£

¤� 
= 	1 + 𝐾#  ) is unaffected by fold-changes in the 

binding dynamics.  
  



 
 
Supplementary Figure 5. Sensitivity of predicted IC50 values on changes of experimentally 
determined model parameters. The model includes experimentally measured KM values as well as 
measurements of intermediate pools levels. Since the actual in vivo values of these parameters can 
differ from their in vitro measured quantities and can vary between different experimental setups, a 
sensitivity analysis of the model predictions against errors in the experimentally determined model 
parameters was performed. Here, the IC50 predictions for all 5 studied antibiotics were investigated upon 



perturbation of each experimental parameter by a factor of two, i.e., for parameters taking 200% and 
50% of the original parameter values given in Supplementary Table 1, respectively. For each parameter 
value, the relative deviation of the IC50 under parameter variation (IC50var) compared to the original model 
prediction (IC50original) is displayed on the respective axis of the spider’s web. Blue lines indicate the 
deviations of the IC50 when the respective parameter value is reduced by a factor of two from the original 
value and yellow lines represent the results for two-fold increased parameter values compared to the 
original quantities. Red lines serve as references, as they illustrate the results based on the original 
parameter values. In general, the predictions of the IC50 for the 5 different antibiotics vary only sub-
linearly under parameter variations. More precisely, two patterns are observable: (I) Changes in KM 
values only affect the IC50 prediction for antibiotics that target the substrate of the corresponding 
reaction. For example, variations in KMUppPs lead to changes in bacitracin sensitivity and variations in 
KMPBPs cause variation in the IC50 of the lipid II-binding antibiotics (nisin, vancomycin and ramoplanin), 
respectively. These variations of the IC50 result from differences in the enzyme saturation according to 
the different KM values, which has been shown to affect the IC50 as explained in the section Reduced 
model of the lipid II cycle in the Methods. (II) Variations in the pool size of UPP and the size of the target 
pool of each antibiotic affect the IC50 prediction of the respective antibiotic. In particular, a raised UPP 
pool (UPPTOT) leads to higher IC50 predictions for friulimicin and the lipid II binding antibiotics and vice 
versa. Furthermore, an increase in the target pool levels of these antibiotics reduces the IC50 and lower 
target pools raise the IC50 respectively. These results once again highlight the influence of the buffering 
effect on the efficacy of the antibiotics that target the less-abundant intermediates in the cycle, such as 
friulimicin and especially the lipid II-binding antibiotics. While an increase of the UPP pool, which 
functions as the biggest reservoir in the lipid II cycle, supports the buffering effect and raises the IC50 
consequently, an increase in the target pool size shifts the ratio between the reservoir and the target 
pool towards the target pool and reduces the buffering effect accordingly. Overall, all IC50’s vary at 
maximum 2-fold under the analysed parameter variations and only deviations of orders of magnitudes 
from the experimentally determined quantities would lead to significant changes in the model 
predictions. Thus, the general conclusions of this study stay unaffected from moderate uncertainties in 
the experimentally determined model parameters.    



Supplementary Tables 

Supplementary Table 1: Model calibration 
 
a) Pool levels of lipid II cycle intermediates in E. coli 
 

Lipid intermediate Pool level [molecules cell-1] Literature 

undecaprenyl phosphate (UP) 3.21 x 104 (8) 
undecaprenyl pyrophosphate (UPP) 1.16 x 105 (8) 

Lipid I 700 (9) 
Lipid II 1000 (9) 

UDP-MurNAc-pentapeptide 1.75 x 105 (5) 
UDP-GlcNAc 1.25 x 105 (6) 

total amount of PG in the sacculus 3.5 x 106 (2) 
 
b) Michaelis constants of lipid II cycle enzymes in E. coli 
 

Enzyme Substrate KM [μM] Literature 

MraY UP 20 (10) 
UDP-MurNAc-pentapeptide 87 (11) 

MurG Lipid I 2.8 (12) 
UDP-GlcNAc 45 

PBPs Lipid II 2 (13) 
UppPs UPP 530 (14) 

 
  



Supplementary Table 2: Parameter fitting and validation 
 

Reaction Optimized parameter value kcat [min-1] 
(literature) 

Enzyme levels 
[molecules cell-1] 

(calculated) 

Enzyme levels 
[molecules cell-1] (d) 

(literature) 
MraY 𝑣QRS = 3.01 x 105 molecules 

min-1 
  210-885 

MurG 𝑣QRS = 3.21 x 105 molecules 
min-1 

560* (a) 573 168-518 

PBPs (PBP1A+ 
PBP1B+ RodA) 

𝑣QRS = 2.32 x 105 molecules 
min-1 

188 (b) 1234 358-1510 (e) 

UppPs 𝑣QRS = 3.55 x 105 molecules 
min-1 

540 (c) 657 519-3215 (f) 

flipping UPP 𝑘Z"" = 1.84 x 103 min-1    

flipping UP 𝑘Z" = 3.81 min-1    

flipping lipid II 𝑘¥WW = 642.23 min-1    

(a) Ref: (15), *based on the importance of an intact membrane for the activity of MurG (16), we assumed a value 10-fold  

     higher than measured in vitro for purified protein without membrane 

(b) kcat for the bifunctional transglycosylase PBP1b (17) 

(c) kcat measured for the undecaprenyl pyrophosphate phosphatase PgpB (14)  

(d) Range of enzyme levels measured in (18) for E. coli doubling times of TD = 56.3 min (lower enzyme levels)  

     and TD = 21.5 min (higher enzyme levels) 

(e) Sum of PBP1A, PBP1B and RodA as the major penicillin-binding proteins with transglycosylase activity (19)  

(f) Sum of all known undecaprenyl pyrophosphate phosphatases BacA, PgpB, YbjG and YeiU 

  



Supplementary Table 3: Comparison between E. coli and B. subtilis  
 
a) Cell size 
 

Parameter E. coli Literature B. subtilis Literature 
average cell 

length 
3.27 μm (20) 3.6 µm (21) 

average cell 
width 

0.61 μm (20) 0.86 µm (21) 

average cell 
area 

6.26 μm2 (a)  9.57 μm2 (b)  

average cell 
volume 

0.91 μm3 (a)  1.89 μm3 (b)  

PG thickness 1.5- fold layer (1) 20-fold layer (7) 
PG 3.5 x 106  

monomers cell-1 
(2) 7.13 x 107  

monomers cell-1 (d) 
 

generation time 36 min (LB) (2) 40 min (CH medium) (21) 
PG turnover 

rate 
0.5 (50%) (3, 4)  0.5 (50%) (22, 23)  

PG synthesis 
rate 

1.01 x 105 monomers 
cell-1	(c) 

 1.85 x 106 monomers cell-1 (c)  

(a) Calculated according to volume and area formula 

𝑉�M¨ = 𝑉T©s + 𝑉ªRss = 	π ∗ ¬
𝑤
2
®
�
∗ (𝑙 − 𝑤) +

4
3
∗ 	π ∗ ¬

𝑤
2
®
±

 

𝑂�M¨ = 𝑀T©s + 𝑂ªRss = 	2 ∗ π ∗ (
𝑤
2
) ∗ (𝑙 − 𝑤) + 4 ∗ 	π ∗ ¬

𝑤
2
®
�

 

(b) Fit of cell size data from (21)  

(c)	"#	QMwMQr�x
Trss

∗ (1 + PG	turnover	rate) ∗ sw(�)
¶rwr�RLDMw	LDQr

 

(d) Calculated according to scaling assumptions  			 

	PG	monomers	per	celle.fghijkjf 	= PG	monomers	per	cellm.nokj ∗
𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠	𝑃𝐺e.fghijkjf	
𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠	𝑃𝐺m.nokj

∗
𝑠𝑢𝑟𝑓𝑎𝑐𝑒	𝑎𝑟𝑒𝑎e.fghijkjf	
𝑠𝑢𝑟𝑓𝑎𝑐𝑒	𝑎𝑟𝑒𝑎m.nokj

 

 
b) Enzyme levels 
 

Enzyme Level in E. coli 
[molecules cell-1]  

(20) (a) 

Surface 
concentration 

[molecules	μm-2] 
(d) 

Level in B. subtilis  
[molecules cell-1]  

(26) (e) 

Surface 
concentration 

[molecules	μm-2] (g) 

MraY 210-885 44-74   
MurG 168-518 36-44 627 66 
PBPs 358-1510 (b) 75-128 1227 (f) 128 

UppPs 519-3215 (c) 109-270   
UppS/IspU 318-830 67-70 661 69 

(a) Enzyme levels measured for two different growth rates (TD1 = 56.3 min and TD2 = 21.5 min) 

(b) Sum of PBP1A, PBP1B and RodA as the major penicillin-binding proteins (19)  

(c) Sum of all known undecaprenyl pyrophosphate phosphatases BacA, PgpB, YbjG and YeiU 

(d) Considering a surface area of E. coli corresponding to the doubling times of enzyme measurements: 

      A = 4.37 μm2 for a doubling time of TD1 = 56.3 min; A = 11.88 μm2 for a doubling time of TD2 = 21.5 min (20) 

(e) Enzyme levels measured in CH medium (TD = 40 min) 

(f) Sum of PBP1 and PBP 4 (only available data) 

(g) Considering a surface area of B. subtilis of A = 9.57 μm2 for a doubling time of TD = 40 min (21)  

 
 



 
c) Pool levels of lipid II cycle intermediates 
 

Intermediates Surface concentration  
Gram-positives 

[molecules	μm-2] 

Surface concentration  
Gram-negatives 
[molecules	μm-2] 

Ratio Literature 

UP 9.2 (± 3.1) x 104 (M. flavus) 
11.5 (± 3.8) x 104  

(L. monocytogenes) 

5.1 x 103 (E. coli) 18-22 (8, 25)  

UPP + UP 3.3 x 105 (S. aureus) 2.4 x 104 (E. coli) 14 (8) 
Lipid II 2.0 x 103 (B. megaterium) 160 (E. coli) 12 (9, 26)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Supplementary Table 4: Antibiotic activity in B. subtilis  
 
a) KD values and cooperativity of antibiotic-target-interaction 
 

Antibiotic Target KD [μM] Cooperativity (n) Literature 

bacitracin UPP 1 1 (27)  
friulimicin UP 0.21  (28) 

ramoplanin Lipid II 0.016 2 (29)  
vancomycin Lipid II 0.03 2 (30, 31) 

nisin Lipid II 0.015 1 (32, 33)  

 
b) MIC values of antibiotic-target-interaction 
 

Antibiotic Strain MIC [μM] Method Medium Literature 
bacitracin B. subtilis 

(W168ΔbceAB) 
1.67  E-test  Müller-Hinton 

(MH) 
(34)  

S. aureus 
(NCTC 8325 rsbU+ 
ΔvraDEΔbceAB) 

4.2  killing curve 
assay 

Trypticase 
Soy Broth 

(TSB) 

(35)  

E. faecalis 
(JH2-2 ΔEF2050-

EF2049 
ΔEF2752-EF2751) 

5.6  broth dilution 
assay 

MH (36)  

friulimicin B. subtilis 
(W168) 

1.15  killing curve 
assay 

Luria-Bertani 
(LB)  

(37)  

ramoplanin B. subtilis 
(PY79) 

0.49  broth dilution 
assay 

LB (38)  

vancomyci
n 

B. subtilis 
(ATCC 6633) 

0.35  broth dilution 
assay 

TSB (39) 

S. aureus 
(RN4220 ΔvraFG) 

0.7  broth dilution 
assay 

TSB (40) 

E. faecalis 
(VSE) 

1.4  broth dilution 
assay and E-test 

MH (41) 

nisin B. subtilis 
(W168ΔpsdAB) 

4.77  killing curve 
assay 

MH (42) 

S. aureus 
(NCTC 8325 rsbU+ 
ΔvraDEΔbceAB) 

1.2  killing curve 
assay 

 TSB (35) 

 
c) In vivo KD values of antibiotic-target-interaction 
 

Antibiotic Target 𝑲𝐃   [μM] 
bacitracin UPP 1.02 
friulimicin UP 0.23 

ramoplanin Lipid II 0.025 
vancomycin Lipid II 0.04 

nisin Lipid II 0.038 
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