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SI Note 1: Mathematical Descriptions of the CCTC 

Network Model 

The inferior olivary nucleus (ION) neuron model 

was modified from ref. (3) by including the somatic 

compartment and replacing the model of calcium chan-

nel with the model provided in refs. (4, 5). The deep 

cerebellar neuron (DCN) model was the somatic com-

partment of the original model proposed in ref. (6). The 

nucleo-olivary neuron (NO) model was modified from 

the DCN model by preserving the fast sodium current 

(INaF), the fast and slow delayed rectifier potassium 

currents (IfKdr and IsKdr, respectively), and the leaky 

channel, as in ref. (8). The equations of the remaining 

neuron models in the network are as in refs. (9-12). The 

temperature parameters, if included in the original 

models, were adjusted to physiological temperature 

(36 °C). 

Each ION neuron received a different offset current 

(IOC, Table S1) to generate subthreshold oscillations 

with slightly different intrinsic frequencies. Similarly, 

each Purkinje cell (PC) was endowed with a different 

IOC to simulate a range of spontaneous firing rates. The 

DCN and NO neurons, the pyramidal neurons (PYN), 

and the fast-spiking interneurons (FSI), instead, re-

ceived a constant IOC specific to the neuron type to 

match their baseline firing rates reported in refs. (8, 12-

14). For each neuron except those in the granular layer 

(GrL), a membrane noise wm(t)~N(0, σm
2) was added 

to the capacitive current term of the Hodgkin-Huxley 

equation to induce a moderate level of stochasticity. A 

full list of the modified parameters is reported in Table 

S1. Other parameters, instead, are as reported in refs. 

(3, 4) (ION neurons), (9) (PCs), (6) (DCN and NO neu-

rons), (10) (GrL neurons), (11) (thalamocortical [TC] 

neurons, used in Vim), and (12) (PYNs and FSIs). Fig. 

S1 shows that the modified models for ION, DCN, and 

NO neurons matched the dynamics of neurons recorded 

  
Figure S1. Single-unit activity of inferior olivary (ION), deep cerebellar 

(DCN), and nucleo-olivary (NO) neurons in the proposed model (A, C, 

E, G) and in single unit recordings from animals (B, D, F, H). A-B) Mem-
brane voltage trace of a neuron in the inferior olivary nucleus under nor-

mal conditions in the model (A) and single-unit in vivo recording from 

guinea pigs (B). C-D) Average power spectral density (PSD) of the mem-
brane potential of a single ION model neuron under normal, tremor-free 

conditions (C) (simulation: 10,000 ms) and of a single-unit in vitro re-

cording in the inferior olivary nucleus of guinea pigs (D). E-H) Current-
frequency (I-f) curve for DCN (E, F) and NO (G, H) neurons under a 

range of offset currents in the proposed model (E, G) and in vitro in a 

mouse model under anesthesia (F, H). Fig. S1B: Republished with per-
mission of the Society for Neuroscience, from ref. (1); permission con-

veyed through Copyright Clearance Center, Inc. Fig. S1D: Reprinted 

from ref. (7), with permission from Elsevier. Fig. S1F and Fig. S1H: Re-
published with permission of the Society for Neuroscience, from ref. (8); 

permission conveyed through Copyright Clearance Center, Inc. 

www.pnas.org/cgi/doi/10.1073/pnas.1817689116



in animal preparations (ION: guinea pig; DCN and NO: mouse). Specifically, the ION neuron model was 

characterized by a sustained subthreshold oscillatory activity with frequencies ranging between 5.38 Hz 

and 5.78 Hz, depending on the value of IOC, which matches the range of spontaneous subthreshold oscil-

lations observed in vitro in slices including the ION (7), see Fig. S1, panels A-D. Similarly, the proposed 

models for DCN and NO neu-

rons matched the I-f curve es-

timated in vivo in mice under 

anesthesia (8), Fig. S1, panels 

E-H.  

Fig. S2, panels A and C, 

show the sample distribution 

of inter-spike intervals (ISI) 

for a Purkinje cell (PC) and 

the deep cerebellar neuron 

(DCN), respectively, in one 

instance of the CCTC model. 

Parameters of the intercon-

nections between DCN and 

PCs were constrained to 

match the sample ISI distribu-

tion of PC and DCN recorded 

in vivo in healthy non-human 

primates during voluntary 

arm movements, see Fig. S2, 

panels B and D. 

Network Connectivity. A simplified representation of the thalamocortical pathway is included in our 

model, with one thalamocortical (TC) neuron in the Vim projecting onto six, randomly chosen PYNs and 

both FSIs, and four PYNs projecting back to the TC neuron. In addition, four, randomly chosen PYNs 

project individually onto four identical GrL structures, representing the relay of cortical inputs to the cer-

ebellum via pontine nuclei (15). All PYNs project onto the DCN to simulate the formation of extensive 

mossy fiber excitation, as reported in ref. (16). The NO neuron model, instead, does not receive excitatory 

input from the PYNs to account for the low in vivo firing activity of the nucleo-olivary neurons (17, 18). 

Also, a total of 8 out of 20 PYNs are neither involved in connections with the Vim nor with the cerebellar 

cortex and are used to account for the important fact that thalamocortical and cortico-cerebellar projections 

may target different cortical layers. Each ION neuron projects onto five PCs without overlapping as re-

ported in ref. (19). One of the IONs projects onto the DCN to account for the presence of climbing fiber 

collaterals. These collaterals are known to produce small, short-latency activation of DCN neurons fol-

lowing a spike of the ION neurons (13, 20, 21).  

Fig. S3 on next page reports the interconnections between ION neurons in the inferior olivary nucleus 

(Fig. S3, panel A), the motor cortex (Fig. S3, panel B), and the neurons forming the granular layer (GrL 

complex) in the cerebellar cortex (Fig. S3, panel C). The topology of the resultant neuronal networks is 

consistent with anatomical considerations reported in ref. (10). The olivocerebellar pathway formed by 

PCs, NO, and ION neurons represents a loop, as indicated in ref. (22), and the di-synaptic excitatory 

pathway from the DCN to the ION neurons, i.e., the dentato-rubro-olivary pathway, is organized to form 

the Guillain-Mollaret triangle (23).  

 
Figure S2. A-D) Inter-spike interval (ISI) distribution of one Purkinje cell (PC) and one deep cerebellar neuron 

(DCN) in the CCTC model (A, C) and in awake nonhuman primates (B, D) during upper limb movements. 
Histograms in A) and C) are from one instance of the CCTC model simulated over a 60,000-ms-long period. 

Inset: Average firing rate (mean ± S.D.) of the PCs and DCNs, respectively, across three instances of the CCTC 

model, each instance simulated over a 60,000-ms-long period. Fig. S2B and Fig. S2D: Reprinted with permis-

sion from ref. (2); permission conveyed through Copyright Clearance Center, Inc. 



Synapses between the granule cells, Golgi cells, and stellate cells in the GrL complex were modeled as 

in ref. (8). Synapses within the motor cortex as well as those between the PCs and DCN or NO neurons, 

instead, were modeled as follows:  
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where Vj(t – Δt) is the membrane potential 

of the pre-synaptic neuron at time (t – Δt) 

and Δt accounts for the synaptic transmis-

sion delay. The term ws(t) represents synap-

tic noise and is defined by: 
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where N is a Gaussian distribution with 

mean 0 and standard deviation σs. For the 

motor cortex, Voff =0 mV, β=4, Δt=0, and 

the rest of the parameters were set as de-

scribed in ref. (24). For the synapses be-

tween PCs and DCN or NO neurons, the pa-

rameters are reported in Table S2. 

All the remaining synapses along the 

CCTC loop were simulated in NEURON 

using the NETCON mechanism, which 

produces an event-based post-synaptic cur-

rent upon detection of a presynaptic spike, and speeds up the simulation (25). NETCON mechanisms were 

specifically used to model the di-synaptic connections DCN→ ION, PYN→DCN, and PYN→GrL, as 

well as the di-synaptic inhibitory connection between ION neurons and PCs mediated by cerebellar inter-

neuron (26). A NETCON mechanism works as follows: denoted with i and j the post-synaptic target neu-

ron and the pre-synaptic neuron, respectively, NETCON delivers a post-synaptic current Isyn to the target 

neuron i in response to the occurrence of a spike in the pre-synaptic neuron j. The current Isyn is either an 

exponentially decaying current of form: 
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where Δt is the synaptic transmission delay from neuron j to neuron i, Esyn is the synaptic reverse potential, 

Vi is the postsynaptic membrane potential in neuron i, gsyn is the postsynaptic conductance, and τk
 j→i, k=1, 

2, are decay time constants, respectively. A spike was detected in the pre-synaptic neuron j if the voltage 

Vj passed the threshold thr= –40 mV (–50 mV for Golgi cells).  

 
Figure S3. A-C) Schematic of the network connections within the inferior olivary nucleus 

(A), the motor cortex [MC] (B), and the granular layer [GrL] (C). Green arrows in A) 

indicate electric gap junctions, whereas blue and red arrows in B-C) indicate glutamatergic 
excitatory and GABAergic inhibitory connections, respectively. Arrow tips indicate post-

synaptic neurons. 



To simulate the spontaneous discharge activity of the pyramidal neurons in the motor cortex, each PYN 

received post-synaptic currents triggered by a train of randomly generated pre-synaptic spikes (Poisson 

process). The parameter λ of the Poisson processes (i.e., average inter-event interval) was randomly gen-

erated (one Poisson process per PYN) according to a Gaussian distribution, i.e., λ ~ N(μ, σ2) with μ=20 

ms and σ=5 ms. Similarly, the spontaneous discharge activity of the ION neurons was simulated by de-

livering post-synaptic currents to these neurons in response to a train of randomly generated pre-synaptic 

spikes (Poisson process). The parameter λ of the Poisson processes was randomly generated (one Poisson 

process per ION) and followed a uniform distribution, i.e., λ ~ U(350, 650) ms, to match experimental 

data in ref. (27). All the parameters used in the synapses in our model are reported in Table S2. 

Each ION neuron was connected to three additional ION neurons via gap junctions to reproduce quan-

titative neuroanatomical indications reported ref. (27), see Fig. S3, panel A. Each gap junction was simu-

lated as a linear function of the membrane potential difference between the connected ION neurons, i.e., 

 ( )jgap gap C iI g V V= −   (6) 

where γC is a coupling coefficient, ggap is the gap junction conductance, and Vi and Vj are the membrane 

potential of the target cell i and the cell j in electrotonic contact with the target cell. The conductance ggap 

was normally distributed across the gap junctions in the model with values drawn from the distribution 

function N(μ, σ2) with parameters μ=2.25×10-5 mS/cm2 and σ=1.0×10-5 mS/cm2 to match data in ref. (27).  

The coupling coefficient γC was defined as a scalar ranging between 0 and 1 and was used to describe 

the effects of the nucleo-olivary activity onto the inferior olivary neurons. It has been reported, in fact, 

that the NO neurons project onto both the soma and the gap junctions of the ION neurons, which results 

in a strong decoupling between the ION neurons and a significant hyperpolarization of the ION somas 

(27). To account for the effects of the NO neurons onto the gap junctions, we modeled the coefficient γC 

as a function of the spiking of the NO neuron, i.e.:  

 ( )( )n1 0 ta h.9C S t = −    (7) 

where S(t) is a two-state exponential function of the NO spiking time, i.e.:  
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Specific parameters for the gap junctions are reported in Table S2. The innervation of the climbing 

fibers to the Purkinje cells (PCs) was simulated by introducing AMPA-mediated and NMDA-mediated 

glutamatergic synapses on the PCs. The values of these currents match the synaptic currents reported in 

refs. (28-31). The interneuron-mediated inhibitory effects of the ION spiking onto the PCs (26) were 

modeled through a NETCON mechanism (parameters are in Table S2). Fig. S4 on next page illustrates 

the spiking pattern of the neuron models in the proposed CCTC loop before and after the application of a 

single, depolarizing impulse to the ION neurons (red vertical line). Neurons from the motor cortex (PYNs 

and FSIs) were mildly affected by the GABAergic disfunctions in cerebellum (Fig. S4, panels A-B). PCs 

and GrL neurons, instead, responded tonically to the simultaneous activation of the ION neurons. This 

activation was triggered externally (red vertical line) and engaged a single response under normal, tremor-

free conditions (Fig. S4, panels C and E). Under ET conditions, instead, the simultaneous activation of 

the ION neurons elicited a sustained oscillation that outlasted the effects of the impulse and spread through 

all the cerebellar neurons, see Fig. S4, panels D and F. The ET conditions correspond to the GABAergic 

dysfunctions simulated in Fig. 3B-E in the main text, i.e., R=0.7 and τPC→DCN=12 ms.  



 

SI Note 2: Data Analysis 

 The two-dimensional maps reported in Fig. 3A and Fig. 5B in the main text, and Fig. S5 on next page 

were computed from 10,000-ms simulations of three instances of the model with different random seeds 

for each combination (R, τPC→DCN) obtained by varying R between 0 and 1 with 0.025 increments and 

τPC→DCN between 2.0 ms and 24 ms with 0.5 ms increments. A total of 1,800 grid points (R, τPC→DCN) were 

considered. The boundaries of the tremor regions were fitted by the sum of two exponential functions. 

Finally, a 5-point moving average filter was implemented both horizontally and vertically to smooth the 

maps. Similarly, the two-dimensional map reported in Fig. 4B in the main text was computed for every 

pair of parameters (ISTEP, T), with ISTEP ranging between 0.01 pA and 1 pA (resolution: 0.01 pA) and T 

ranging between 10 ms and 180 ms (resolution: 1 ms), thus resulting in 17,100 grid points. For each 

parameter pair, three model instances were simulated for 6,000 ms and the ION spiking rate was calculated 

as the average firing rate of any ION that sustained spiking over the entire simulation period.  

Rate, Burst, and Power Spectral Analyses. The firing rates of individual neurons reported in section 

2.1 in the main text and Fig. S2 (insets) were calculated from three model instances, each one simulated 

over a simulation period of 60,000 ms under normal tremor-free condition (the first 1,000 ms was dis-

carded to let the network model reach steady-state conditions). The firing rates were reported as mean ± 

 
Figure S4. Raster plot of neural populations under normal, tremor-free conditions (A, C, E) and essential tremor (ET) conditions (B, D, F). A-B) Raster plot 

of neuron models from the motor cortex (black: PYNs; blue: FSIs); C-D) Raster plot of neuron models from the cerebellar cortex (black: Purkinje cells; blue: 

Golgi cells; green: granule cells; red: stellate cells. E-F) Raster plot of olivary neuron models from the inferior olivary nucleus. In each plot, the red dotted 
vertical line identifies the time t=1,000 ms when a single supra-threshold (10 pA) current pulse (pulse duration: 20 ms) was applied to all neurons in the 

inferior olivary nucleus. The CCTC model was simulated for 4,000 ms, integration step: 0.0125 ms.  



S.D. evaluated over non-overlapping 1,000-ms-

long segments of simulated data. In the subse-

quent analyses, a burst was defined as a group of 

at least three consecutive spikes with inter-spike 

interval no more than 30 ms. The burst detection 

was implemented using the method in ref. (32).  

The power spectral density (PSD) of the neu-

rons in Fig. 2E in the main text was computed 

from spike trains recorded over 60,000-ms-long 

simulations. Spike trains were sampled at 800 

Hz and the PSD was computed using the 

Welch’s method as average over 4,000-ms-long 

windows (Hanning window, 2,000-ms overlap). 

Three model instances were simulated and the 

resultant thalamocortical spike trains were used.  

The power spectrogram in Fig. 6A and Fig. 

6H in the main text were computed via wavelet 

decomposition (Morlet wavelet) on the superpo-

sition of the spike trains of 5 TC neurons in the 

Vim. 

 

SI Note 3: Connectivity of the Scale-Up Version of the CCTC Model  

The 85-single compartment CCTC model was scaled up by a factor 5, i.e., the number of single com-

partment neurons in each neural population represented in the model was increased five times, thus re-

sulting in a 425-single compartment CCTC model, which included 40 ION neurons, 200 PCs, 5 DCN and 

5 NO neurons, 5 TC neurons in the Vim, 100 PYNs, 10 FSIs, and 20 GrL clusters altogether. Three in-

stances of this scaled-up CCTC model were simulated with different random seeds. For each instance, the 

following rules were used to randomize the connectivity between the thalamocortical and olivocerebellar 

systems: 

1) The ION neurons were divided in 5 groups (i.e., 8 neurons per group), each group forming a closed 

ring as depicted in Fig. S3, panel A. Four out of 8 ION neurons in each group formed gap junctions 

with ION neurons from neighboring instances, 2 on each side. For instance, ION neurons 1 and 3 in 

one group formed gap junctions with ION neurons 2 and 4, respectively, from a neighboring group, 

and vice versa. The gap junction conductance ggap was increased by 50% to compensate for the more 

extensive inter-group connections. ION neurons in one group shared the same presynaptic Poisson 

process source input, see PP→ION synapses in Table S2; 

2) Each group of ION neurons cumulatively targeted M PCs, where 30 ≤ M ≤ 50 and M was drawn from 

a Gaussian distribution function with mean μ=40 and S.D. σ=4. Within an ION group, each ION 

neuron projected simultaneously onto K randomly chosen PCs out of the M PCs, where the value K 

was drawn from a Gaussian distribution with mean μ=5 and S.D. σ=2. This guaranteed that every 

ION neuron projected onto a different number K of PCs, with 1 ≤ K ≤ 10; 

3) Every DCN in the model received GABAergic projections from W out of 200 PCs, where the value 

 
Figure S5. 2-D map depicting the region of the parameter space (R, τPC→DCN) where 

tremor activity in the Vim is observed along with the tremor frequency (colormap). 
The tremor frequency was defined as the frequency of maximum power spectrum 

density of the Vim, and the blue mark indicates parameters used to simulate normal, 

tremor-free conditions. The synaptic strength of the NO→ION synapses in this fig-
ure was reduced to 50% of the original value used in Fig. 3A in the main text. The 

dashed line indicates the boundary of the tremor map reported in Fig. 3A in the 

main text for the original model (Standard Model). Note that the average tremor 

frequency increased by ~0.3 Hz across the entire map over the value in Fig. 3A. 



W was drawn from a Gaussian distribution with mean μ=40 and S.D. σ=4 for every DCN. This guar-

anteed that every DCN received from a different number W of PCs, with 30 ≤ W ≤ 50 PCs. Each NO 

neuron, instead, received GABAergic inputs from 40 PCs. The Purkinje cells projecting onto a DCN 

or NO neuron were selected randomly.  

4) Every DCN projected di-synaptically onto W1 out of 40 ION neurons chosen randomly, where W1 

was drawn from a Gaussian distribution with mean μ=40 and S.D. σ=4 and varied for every DCN. In 

this way, we maximized the inter-loop connections by allowing that ION neurons from different 

groups may receive from the same DCN; 

5) Every DCN cell projected onto a TC neuron in the Vim (ratio 1:1); every TC neuron projected onto 

6 PYNs and received glutamatergic inputs from 4 PYNs with no overlapping; 

6) Every PYN formed glutamatergic projections with 5 neighboring PYNs. The synaptic strength gsyn of 

the PYN→PYN connections was reduced to 20% of the original value reported in Table S2 to accom-

modate for the increased number of projections. Each FSI received glutamatergic inputs from all 100 

PYNs, and GABAergic inputs from the remaining 9 FSIs. Similarly, the synaptic strengths gsyn of the 

PYN→FSI and FSI→FSI connections were reduced to 20% and 11.1% of the original values reported 

in Table S2, respectively. Finally, the FSIs formed GABAergic projections onto all 100 PYNs, and 

the synaptic strength gsyn of the FSI→PYN connections was reduced to 10% of the original value in 

Table S2; 

7) Every DCN received glutamatergic inputs from 20 randomly chosen PYNs. Similarly, every GrL 

complex received inputs from 4 randomly chosen PYNs without overlapping and projected onto 10 

PCs. The PYNs projecting onto the GrL or DCN neurons did not necessarily receive input from the 

TC neurons in the Vim; 

8) To reflect the heterogeneous properties across the 200 PC→DCN synapses, we modeled the normal, 

tremor-free condition by setting the parameters τPC→DCN ~ N(μ, σ2), μ=2.4 ms, σ=0.4 ms, and R ~ 

N(μ, σ2), μ=1, σ=0.2, and we modeled the ET condition by setting τPC→DCN ~ N(μ, σ2), μ=12 ms, 

σ=2 ms, and R ~ N(μ, σ2), μ=0.7, σ=0.14. 

 
Figure. S6. A) Average firing rate for the pyramidal neurons (PYNs) in response to Vim DBS at different frequencies (black circles) and the least-square 
fourth order polynomial fit (red curve, coefficient of determination for the fitting R2=0.96). Inset: Coefficient of variation (CoV) of the PYN firing rates in 

response to the Vim DBS (black dots) and least-square fourth order polynomial fit (red curve, R2=0.95). B-C) Linear regressor (red line) estimated for the 

average DCN inter-burst intervals (R2=0.61) (B) and the average ION firing rate (R2=0.43) (C) as a function of the average PYN firing rate under Vim DBS 

from A) (black circles). Each data point in A-C) was obtained from a 5,000-ms simulation of the CCTC model under the ET condition with parameters R=0.7 

and τPC→DCN=12 ms. First 1,000 ms were discarded to let model instances reach steady-state conditions. 
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Neuron 

type 
Parameter Value Source 

ION 

Length (μm) 20 Ref. (33) 

Diameter (μm) 20 Ref. (33) 

EK (mV) -70 Modified from ref. (3) 

ENa (mV) 55 Ref. (3) 

gKdr (mS∙cm2) 9 Ref. (3) 

gNa (mS∙cm2) 37 Ref. (3) 

gh (mS∙cm2) 8e-2 Ref. (3) 

gCa (mS∙cm2) 0.27 Ref. (5) 

gl (mS∙cm2) 0.13 Ref. (5) 

IOC (nA) IOC ~U(-1.5,-1.15)×1e-3 Set to match the subthreshold oscillatory activity with ref. (7) 

σm (nA) 1e-5  

DCN 

Length (μm) 65 Set to fit the f-I curve reported in ref. (8) 

Diameter (μm) 20.25 Ref. (8) 

EK (mV) -70 Modified from ref. (6) 

ENa (mV) 61 Modified from ref. (6) 

gNaF (mS∙cm2) 1.91e-2 Modified from ref. (6) 

IOC (nA) -5.3e-2 Set to adjust the baseline firing rate to values in refs. (13, 14) 

σm (nA) 5e-2  

NO 

Length (μm) 200 Set to fit the f-I curve reported in ref. (8) 

Diameter (μm) 14.88 Ref. (8) 

gKdr (mS∙cm2) 2.86e-2 Modified from ref. (6) 

IOC (nA) -3e-2 Set to adjust the baseline firing rate to values in ref. (8) 

σm (nA) 2e-2  

PC 

Q10 2.2 Modified from ref. (9) 

IOC (nA) IOC ~-3e-4 + Γ(0.8,3.7e-3) Set to adjust the baseline firing rate to values in ref. (9) 

σm (nA) 1e-6  

TC 

Length (μm) 96 Ref. (12) 

Diameter (μm) 96 Ref. (12) 

σm (nA) 0.1  

PYN IOC (nA) 0.17 Modified from ref. (24) 

σm (nA) 0.1  

FSI IOC (nA) 0.15 Modified from ref. (24) 

σm (nA) 0.1  

Table S1. Parameters used in the proposed model. Legend: Γ(0.8,3.7e-3) is the gamma function with shape parameter k=0.8 

and scale parameter θ=3.7e-3. U(-1.5,-1.15) is the uniform distribution on the interval between the values -1.5 and -1.15. 

  



Synapse Parameter Value Source 

ION→PC 

(AMPA) 

τION→PC (AMPA) (ms) 0.6 Ref. (28) 

Esyn (mV) 0 Value used in every excitatory synapse 

Δt (ms) 4 Ref. (34) 

gsyn (uS) 4e-3 Set to reproduce the PC response in refs. (29, 35) 

σw 5e-9 Set to induce ±0.1 pA synaptic current fluctuation 

ION→PC 

(NMDA) 

τ1
ION→PC (NMDA) (ms) 2.63 Ref. (28) 

τ2
ION→PC (NMDA) (ms) 28 Ref. (28) 

Esyn (mV) 0  

Δt (ms) 4 Ref. (34) 

gsyn (uS) 2.5e-3 Set to reproduce the PC response in refs. (29, 35) 

σw 5e-9 Set to induce ±0.1 pA synaptic current fluctuation 

ION→PC 

(di-synaptic 

interneuron-

mediated) 

τ1
ION→PC (LTD) (ms) 5.0 Refs. (30, 31) 

τ2
ION→PC (LTD) (ms) ~N(μ, σ2), μ=80, σ=10 Refs. (30, 31) 

Esyn (mV) -65 Refs. (30, 31) 

Δt (ms) 14 Ref. (34) 

gsyn (uS) 1e-2 Refs. (30, 31) 

σw 5e-9 Set to induce ±0.1 pA synaptic current fluctuation 

ION→DCN 

τION→DCN (ms) 0.8 Refs. (13, 21) 

Esyn (mV) 0  

Δt (ms) 2.5 Ref. (13) 

gsyn (uS) 5e-3 Refs. (13, 20, 21) 

σw 1e-10 Set to induce ±2e-3 pA synaptic current fluctuation 

PC→DCN 

α 0.2 Set to reproduce the DCN response in refs. (20, 36) 

β 1 Set to reproduce the DCN response in refs. (20, 36) 

Voff (mV) -52 Set to accommodate DCN response to PC CS 

τPC→DCN (ms) 2.4 Refs. (8, 37) 

Esyn (mV) -80 Ref. (6) 

Δt (ms) 4.2 Ref. (38) 

gsyn (uS) 1e-3 Set to reproduce the DCN response in refs. (20, 36) 

σw 1e-7 Set to induce ±5.5e-5 pA current fluctuation 

PC→NO 

α 0.2 Same as PC→DCN 

β 1 Same as PC→DCN 

Voff (mV) -52 Same as PC→DCN 

τPC→NO (ms) 35 Refs. (8, 38) 

Esyn (mV) -80 Estimated from (8)  

Δt (ms) 4.2 Ref. (38) 

gsyn (uS) 2.8e-5 Set to adjust the in vivo firing rate in ref. (17) 

σw 1e-7 Set to induce ±2e-3 pA synaptic current fluctuation 

DCN→TC 

τ1
DCN→Vim (ms) 1.3 Ref. (39) 

τ2
DCN→Vim (ms) 20 Ref. (39) 

Esyn (mV) 0  

Δt (ms) 2 Ref. (39) 

gsyn (uS) 1.5e-3 Set to reproduce the bursting behavior in ref. (40) 

σw 1e-5 Set to induce synaptic current fluctuation of ±0.2 nA 

DCN→ION 

(dentato-

rubro-

τ1
DCN→ION (ms) 2 Refs. (17, 41) 

τ2
DCN→ION (ms) 10 Refs. (17, 41) 

Esyn (mV) 0  

Δt (ms) 15 Refs. (17, 41) 



olivary 

pathway) 

gsyn (uS) 8e-6 Refs. (17, 41) 

σw 1e-12 Set to induce ±2e-5 pA synaptic current fluctuation 

NO→ION 

τ1
NO→ION (ms) 40 Refs. (17, 27, 42) 

τ2
NO→ION (ms) 180 Refs. (17, 27, 42) 

Esyn (mV) -65 Ref. (27) 

Δt (ms) 45 Refs. (17, 27) 

gsyn (uS) 3e-5 Refs. (17, 27) 

σw 1e-12 Set to induce ±2e-5 pA synaptic current fluctuation 

PP→ION 

τ1
PP→ION (ms) 2 Refs. (17, 41) 

τ2
PP→ION (ms) 10 Refs. (17, 41) 

Esyn (mV) 0  

gsyn (uS) 1.5e-5 Set to adjust the in vivo firing rate as in ref. (1) 

PYN→PYN 

Esyn (mV) 0 Ref. (24) 

gsyn (uS) 
2.7e-2×w, w ~N(μ, σ2), 

μ=1, σ=0.2 
Modified from ref. (24) 

σw 1e-5 Set to induce ±5.0 pA synaptic current fluctuation 

FSI→FSI 

Esyn (mV) -80  Ref. (24) 

gsyn (uS) 1.5e-3 Modified from ref. (24) 

σw 1e-5 Set to induce ±0.3 pA synaptic current fluctuation 

FSI→PYN 

Esyn (mV) -80 Ref. (24) 

gsyn (uS) 2.2e-2×w,  w ~N(μ, σ2), 

μ=1, σ=0.16 
Modified from ref. (24) 

σw 1e-5 Set to induce ±4.0 pA synaptic current fluctuation 

PYN→FSI 

Esyn (mV) 0 Ref. (24) 

gsyn (uS) 2.5e-3 Modified from ref. (24) 

σw 1e-5 Set to induce ±0.5 pA synaptic current fluctuation 

PP→PYN 

τPP→PYN (ms) 3 Modified from ref. (24) 

Esyn (mV) 0 Ref. (24) 

gsyn (uS) 2.2e-3×w,  w ~N(μ, σ2), 

μ=1, σ=0.5 
Set to adjust the in vivo firing rate as in ref. (43) 

TC→PYN 

τVim→PYN (ms) 5.26 Ref. (24) 

Esyn (mV) 0 Ref. (24) 

Δt (ms) 1  

gsyn (uS) 
1.5e-2×w,  w ~N(μ, σ2), 

μ=1, σ=0.25 
Refs. (24, 43) 

σw 1e-6 Set to induce ±0.2 nA synaptic current fluctuation 

PYN→TC 

τPYN→Vim (ms) 5.26 Ref. (24) 

Esyn (mV) 0 Ref. (24) 

Δt (ms) 1  

gsyn (uS) 
9e-4×w, w 

[0.64,1.36,0.60,1.53] 
Modified from ref. (24) 

σw 1e-6 Set to induce ±0.2 nA synaptic current fluctuation 

TC→FSI 

τVim→FSI (ms) 5.26 Ref. (24) 

Esyn (mV) 0 Ref. (24) 

Δt (ms) 2  

gsyn (uS) 9e-4 Modified from ref. (24) 

σw 1e-6 Set to induce ±0.2 nA synaptic current fluctuation 

PYN→GrC 

(AMPA) 

Esyn (mV) 0 Ref. (10) 

Δt (ms) 4 Ref. (10, 15) 



gsyn (nS) 3.48 Modified from ref. (10) 

PYN→GrC 

(NMDA) 

Esyn (mV) 0 Ref. (10) 

Δt (ms) 4 Ref. (10, 15) 

gsyn (nS) 0.348 Modified from ref. (10) 

PYN→GoC 

Esyn (mV) 0 Ref. (10) 

Δt (ms) 4 Ref. (10, 15) 

gsyn (nS) 50 Modified from ref. (10) 

GrC→GoC 

Esyn (mV) 0 Ref. (10) 

Δt (ms) 1 Ref. (10) 

gsyn (nS) 300 Modified from ref. (10) 

GrC→STC 

Esyn (mV) 0 Ref. (10) 

Δt (ms) 1 Ref. (10) 

gsyn (nS) 30 Modified from ref. (10) 

GoC→GrC 

Esyn (mV) -65 Ref. (10) 

Δt (ms) 0.5 Ref. (10) 

gsyn (nS) 6 Modified from ref. (10) 

STC→GoC 

Esyn (mV) -65 Ref. (10) 

Δt (ms) 1 Ref. (10) 

gsyn (nS) 12.5 Modified from ref. (10) 

GrC→PC 

τ1
GrC→PC (ms) 1.2 Ref. (10, 44) 

τ2
GrC→PC (ms) 14 Ref. (10, 44) 

Esyn (mV) 0  

Δt (ms) Δt ~U(0, 10) Estimated from (45) 

gsyn (uS) 
3.27e-5×w, w ~N(μ, σ2), 

μ=1, σ=0.5 
Set to match the in vivo firing rate as in ref. (2) 

σw 5e-9 Set to induce ±0.1 pA synaptic current fluctuation 

PYN→DCN 

(AMPA) 

τPYN→DCN (AMPA) (ms) 1 Ref. (16) 

Esyn (mV) 0  

Δt (ms) 1.7 Ref. (16) 

gsyn (uS) 2.1e-4 
Relative amplitude vs NMDA: ref. (16); set to match 

in vivo firing rate in ref. (2) 

σw 1e-10 Set to induce ±5.5e-5 pA current fluctuation 

PYN→DCN 

(NMDA) 

τ1
PYN→DCN (NMDA) (ms) 1 Ref. (16) 

τ2
PYN→DCN (NMDA) (ms) 6 Ref. (16) 

Esyn (mV) 0  

Δt (ms) 1.7 Ref. (46) 

gsyn (uS) 1.26e-4 Set to match in vivo firing rate in ref. (2) 

σw 1e-10 Set to induce ±5.5e-5 pA current fluctuation 

Table S2. Synaptic mechanisms used in the model. Legend: CS = complex spike; GrC = granule cell; GoC = Golgi cell; STC 

= stellate cell. PP = presynaptic Poisson process source input to ION or PYN neurons. w ~N(μ, σ2), is the Gaussian distribution 

with mean μ and standard deviation σ. 


