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1 Supplementary Discussion

1.1 The effect of PAR proteins on NMY-2 is negligible during par-2
and par-6 double RNAi

We investigated the effect of the PAR proteins on NMY-2 concentrations during par-2

and par-6 double RNAi as follows. First we determined the reduction of PAR-2 and
PAR-6 amounts, during par-2 and par-6 double RNAi and par-6 RNAi (Supplemen-
tary Fig. 3n-q). We found that for par-2 and par-6 double RNAi, the total number of
both proteins reduces down to approximately 30%, compared to the unperturbed condi-
tion. The decrease in PAR-6, part of the anterior PAR complex, which is the dominant
NMY-2 regulator (Supplementary Fig. 2k), is more pronounced for par-6 RNAi only
(Supplementary Fig. 3n,p). We then compared the four parameters, obtained by fitting
the NMY-2 concentration and flow profile, between the par-2 and par-6 double RNAi
and the par-6 RNAi condition. We observed that the four parameters changed only
moderately, between both conditions (between 5% - 30%), (Supplementary Fig. 10).
We furthermore compared the fit of the par-2 and par-6 double RNAi condition to a
fit where we explicitly consider the experimentally measured surface concentration of
PAR-2 and PAR-6, during par-2 and par-6 double RNAi. We fit the NMY-2 concentra-
tion profile and flow field, while explicitly considering how the PAR-6 concentration
changes NMY-2 profiles, via the coupling constant kAM . We observed that the four
parameters changed between both conditions between 1% - 20% (Supplementary Fig.
11). We thus conclude that during par-2 and par-6 double RNAi, the PAR concentra-
tion fields can be neglected when describing the concentration fields of NMY-2 and its
flow field.

1.2 The FRAP recovery time scale is identical to the NMY-2 disso-
ciation rate

During the initial cortical flow phase, myosin locally exhibits pulsatory dynamics, with
dynamic foci, structures of very high myosin concentrations (1, 2). This spatial and
temporal inhomogeneity precludes a direct measurement of the NMY-2 dissociation
rate with FRAP. We thus measure this quantity during the maintenance phase (t = 400s
- 600s after polarity triggering), where myosin concentration is close to a steady state
(Supplementary Fig. 2a,c), and extrapolate the measured dissociation rate to the cor-
tical flow phase. The obtained spontaneous myosin dissociation rate is in good agree-
ment with COMBI (co-moving mass balance imaging) measurements of myosin kinet-
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ics in the flow phase (2), indicating that the binding kinetics of myosin do not change
substantially during the early stage of the cell cycle.

1.2.1 Dynamical equations of the FRAP system

Consider a system of a membrane and a large cytoplasm. The concentration on the
membrane is homogeneous and in a binding-unbinding equilibrium. The FRAP event
happens in region S2, while the region S1 is not bleached. Also assume that the dif-
fusivity of the molecule is small such that diffusive fluxes between the bleached and
unbleached region can be neglected. This is actually the case for NMY-2, with its very
low diffusion rate (Supplementary Table 2). In addition, we only analyze the central
region of 6 X 6 µm of the bleached square of 9 X 9 µm to ensure that diffusion indeed
does not matter for these experiments.
The fluorescent membrane concentration evolves by:

∂tc1(t) = konccyto(t)− ko f f c1(t), (1)

∂tc2(t) = konccyto(t)− ko f f c2(t), (2)

with ccyto(t), c1(t), and c2(t) the concentration of fluorescent particles in the cyto-
plasm, in region 1 and region 2 (the bleached region), respectively (see Supplementary
Fig. 1a). kon and ko f f represent the equilibrium association and dissociation rates, re-
spectively. The total number of particles is conserved:

Ntotal = const = Ncyto +N1 +N2, (3)

with

Ntotal =V ·ccyto(t)+S1 ·c1(t)+S2 ·c2(t), (4)

such that (we use γ = S2/Stot and 1− γ = S1/Stot ).

ccyto(t) =
Ntotal

V
− S1

V
c1(t)−

S2

V
c2(t) = ρtotal− γψc2(t)− (1− γ)ψc1(t); (5)

Inserting this into eq. (1) and (2) results in:

∂tc1(t) = konρtotal− (1− γ)konψc1(t)− γkonψc2(t)− ko f f c1(t), (6)

∂tc2(t) = konρtotal− (1− γ)konψc1(t)− γkonψc2(t)− ko f f c2(t), (7)
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This system of ordinary differential equations for c1 and c2 are thus coupled according
to:

∂t

(
c1

c2

)
=

(
−ko f f − (1− γ)konψ −γkonψ

(γ−1)konψ −ko f f − γkonψ

)(
c1

c2

)
+

(
konρtotal

konρtotal

)
(8)

With eigenvalues

λ1 =−ko f f − konψ (9)

λ2 =−ko f f (10)

and the eigenvectors

e1 =

(
1
1

)
(11)

e2 =

(
γ

γ−1

1

)
(12)

1.2.2 Dynamics of the fluorescent population after the bleaching event

Let us only look at the fluorescent membrane concentration, after the FRAP event
(t = 0s). For the initial condition, we assume that all molecules in the FRAP region
are bleached and that outside of the FRAP region, the system is in binding-unbinding
equilibrium. During the FRAP event, we bleach all molecules in region S2. As initial
conditions for the FRAP event, we assume that the concentration outside of the FRAP
region is the equilibrium constant and inside the FRAP region it is zero:

co
1 =

konρtotal

konψ + ko f f
, (13)

co
2 = 0, (14)

And the exact solution for this initial condition is:(
c1(t)

c2(t)

)
= co

1

[
γ(

ψco
1

ρtot
−1)

(
1
1

)
e−(konψ+ko f f )t +

(
γ

γ−1

)
e−ko f f t +

(
1− γ

ψ

ρtot
co

1
)(1

1

)]
(15)
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For small γ , the dynamics of the FRAP region (c2(t)) is dominated by e−ko f f t , while
the e−(konψ+ko f f )t becomes increasingly important with increasing γ (Supplementary
Fig. 1b,c). Numerical evaluations of the solution show that when the FRAP region
is small compared to the total region, then the fluorescence recovery time-scale is in
essence given by ko f f . We use a FRAP region of 9 µm X 9 µm, which corresponds
to a γ of about 0.02, and thus indeed in the region where ko f f dominates the FRAP
recovery time scale (Supplementary Fig. 1c).

2 Supplementary Equations

2.1 Model definition

We build a coarse-grained theory for the dynamics of the PAR-actomyosin system as
follows. The sum total membrane-bound fraction, c, and the cytoplasmic fraction,
ccyto, of a protein c is a constant ctot, throughout the polarity process (Supplementary
Fig. 3i,j,l,m). Here c is either A, P or M. We write this constraint of limited protein
pools as

ctot =
∮

surface
dSc+

∫
cytoplasm

dV ccyto, (16)

where dS and dV are surface and volume elements of the cell. For all the proteins
involved (A,P,M), the cytoplasmic diffusion constants are much larger than their sur-
face diffusion constants (3). As such, the cytoplasmic concentrations can be considered
homogeneous. Within this approximation, the above equations for the number conser-
vation take on the form

ccyto(t) = ρc−
1
V

∮
surface

dSc(r, t) (17)

where V is the total volume of the cell and ρc = ctot/V , and r denotes a coordinate on
the surface of the cell.

The spatiotemporal dynamics of the surface concentrations c(r, t) are affected by
three distinct physical processes: (i) surface transport by active hydrodynamic flows in
the cortex, (ii) passive diffusive transport on the surface, and (iii) chemical reactions
amongst the surface bound molecules and their cytoplasmic counterparts. As such, the
transport equations take on the generic form

∂tc(r, t) =−∇ ·(vc)+Dc∇
2c+Rc (18)
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where v(r, t) is the active hydrodynamic flow field in the actomyosin cortex, Dc is the
diffusion constant, Rc represents the sum total of the reactions affecting c, and ∇ is a
derivative operator on the cell surface. The hydrodynamics of the cortex is captured
by a coarse-grained theory in which actomyosin activity generates active stresses in
addition to the passive stresses (4). The total stress in a patch of the actomyosin cortex
can be written as

σtot = σpassive +σactive (19)

where σpassive is the passive viscous stress arising in a hydrodynamic description of
the cortex, and σactive is the active stress arising from actomyosin activity. Neglecting
inertia, the force-balance equation is

∇ ·σtot = γ v (20)

where the term on the right-hand-side represents a simple frictional drag force on
cortical flows due the surrounding cytoplasm/membrane (4). The active stress is up-
regulated by the local concentration of NMY-2 like

σactive =C∗
M

M+M∗
, (21)

where C∗ is the strength of contractility and M∗ is a Hill coefficient. Any spatially
inhomogeneous profile of myosin leads to an active stress, and gradients in this active
stress generate flow (4).

2.2 Biochemical reactions

2.2.1 NMY-2 reactions

In addition to the turnover of the surface component of NMY-2 with the cytoplasmic
component, the off-rate of NMY-2 was found to be regulated by the aPARs (Fig. 1c,
main text). As such, the biochemical reactions that affect the surface NMY2 concen-
tration can be written as

R̃M = kon,M Mcyto−
[
koff,M− kAM A

]
M (22)

where kon,M and koff,M are the on- and off-rates to the cytoplasm, and kAM is the coeffi-
cient of the regulation of the off-rate of NMY-2 by the anterior PARs. As evident from
the above equation, the coupling kAM cannot be arbitrarily large as this would make
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the NMY-2 system unstable. However, as long as
[
koff,M − kAM A

]
> 0, stability is

ensured, a condition which was always met, in this study.

2.2.2 PAR reactions

The anterior and posterior PAR proteins have mutually antagonistic interaction be-
tween them (5–9). For the anterior PAR proteins, this antagonistic interaction occurs
in the form of an on-rate regulation by the posterior PAR complex (10, 11), while for
the posterior PAR complex, this realizes in the form of an off-rate regulation by the
anterior PAR complex (12). Additionally, as discussed above, each PAR protein has
a membrane-bound surface component and a cytoplasmic bulk component, with con-
tinuous exchange between these two components. Thus the biochemical interactions
between the PAR proteins can be expressed as

RA =
kon,A

(1+ kAPPα)
Acyto− koff,A A (23)

R̃P = kon,P Pcyto−
[
koff,P + kPA Aβ

]
P (24)

where kon,A (kon,P) and koff,A (kon,P) are the on- and off-rates of the anterior (posterior)
PAR proteins, kAP and kPA are the coefficients of the mutually antagonistic interac-
tions between them, and α , β are stoichiometric coefficients. This mutual antagonism
between the PAR complexes leads to bistability in the possible states of the PAR sys-
tem (12–14). Specifically, one finds that there are three main regions in the PAR param-
eters such that (i) only homogeneous PAR states are stable, (ii) only PAR domain states
are stable, and (iii) stable states with homogeneous PAR profiles can coexist with PAR
domain states that are also stable. In region (iii), a transition from the homogeneous
state to the domain state require a non-uniform perturbation whose strength should
exceed a certain magnitude in order to trigger transition into the domain state. This
triggering of the self-organized state of the PAR system from the homogeneous state to
the polarized domain state is guided by external cues arising from the centrosome.

2.3 Spatiotemporal cues that trigger the PAR system

The centrosome associated with the male pronucleus provides spatiotemporal cues that
guide the PAR - actomyosin patterning process. The cues are spatially localized around
the posterior pole, and act persistently for a finite period of time. Generally, the two
guiding cues (PAR-2 stabilization cue, actomyosin cue) influence the PAR-actomyosin
system via three interactions, with the actomyosin cue possessing two components:
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1. PAR-2 stabilization cue: The microtubules associated with the centrosome lead
to a reduction in the phosphorylation rate of PAR-2 (15). This ensures that the
pPAR concentration locally rises, which in turn clears the aPARs and thus paves
the way for the formation of a stable pPAR domain.

2. Myosin removal component of actomyosin cue: Through a yet undisclosed mech-
anism, the same centrosome locally depletes NMY-2 at the posterior pole (16)
creating a spatial gradient in the cortical concentration NMY-2 (and hence the
active stresses) which leads to cortical flows (Fig. 1a, main text). These flows
clear out the anterior PARs, making way for the posterior PARs to nucleate a
domain on the surface.

3. Contractility component of actomyosin cue: Additionally, NMY-2 contractil-
ity is up-regulated for a period of about 350s after triggering polarity establish-
ment, by up-regulating RhoA, involving NOP-1 (17). By the end of the cortical
flow period, cytoplasmic flows, which constrict the centrosome close to the ac-
tomyosin cortex at the posterior pole, also cease. Consequently, the timescale
for which the centrosome remains in proximity to the actomyosin cortex and the
timescale of actomyosin contractility is identical (Supplementary Fig. 5).

The above cues guide the PAR system to a proper polarized state starting from the
homogeneous state. We note that the guiding-cue interactions (1) and (2), promoted by
the centrosome (i) are localized in space near the posterior pole, (ii) gradually switch
on when the centrosome approaches the posterior pole, and (iii) are ‘on’ for a finite
time. With these considerations, we mathematically represent all three external cues
by

cP(r, t) = kPA Aβ P κP FP(r) fP(t), (25)

cM1(r, t) =−koff,M M κM FM(r) fM(t), (26)

cM2(t) = fC(t), (27)

where κP and κM are the (dimensionless) strengths of the two cues. The functions
FP(r) and FM(r) are localized near the posterior pole, and without loss of generality,
we choose the a Gaussian functional form for their profiles

FP(r) = exp
(
−
(r− rposterior)

2

d2
P

)
, (28)

FM(r) = exp
(
−
(r− rposterior)

2

d2
M

)
, (29)
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where rposterior is the location of the posterior pole, dP and dM are the characteristic
widths of the spatial profiles. Temporally, the PAR-2 stabilization cue and the myosin
removal component of actomyosin cue switch on gradually from the off state, and
persistently stay in the on-state for a finite time. The myosin removal cue component
is active for a finite time and appears to switch off when the centrosome, attached
to the male pronucleus detaches from the actomyosin cortex (Supplementary Fig. 5).
Again, without loss of generality, we choose the following mathematical expression to
describe temporal profile of the myosin removal cue component that switches on the
trigger by transitioning from zero to one at t = 0 smoothly on the time scale τM,on and
go back to zero after the time TM , again smoothly on a time scale τM,off:

fM(t) =
1
2

[
tanh

(
t

τM,on

)
− tanh

(
t−TM

τM,off

)]
. (30)

The PAR-2 stabilization cue is mediated by microtubules, emerging from the male
pronucleus, which are in contact with the cortex even when the centrosome detaches
from the cortex. Because of that, we describe the temporal profile of the PAR-2 stabi-
lization cue by:

fP(t) =
1
2

[
tanh

(
t

τP,on

)
+1
]
, (31)

which switches on the PAR-2 stabilization cue by transitioning from zero to one at t = 0
smoothly on the time scale τP,on and remaining on for the entire timescale of PAR po-
larity establishment. Since both the triggers arise from the same centrosome, the times
at which the cues are turned ‘on’ are taken to be the same t = 0. The contractility cue
component increases actomyosin contractility already before the centrosome provides
the signal for polarity establishment, and decreases contractility at the same time that
the centrosome leaves the proximity of the actomyosin cortex (Supplementary Fig. 5).
We thus use the following temporal profile to describe the contractility cue:

fC(t) =
1
2

[
1− tanh

(
t−TM

τM,off

)]
, (32)

Note that the specific spatiotemporal profiles that we have chosen for the cues are
generic. Other smooth forms are possible and would not lead to very different dynam-
ics.
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2.4 Complete model

With the considerations of the previous two sections, we can now write down the full
set of biochemical reactions that govern the dynamics of A, P and M. They are

RA =
kon,A

(1+ kAPPα)
Acyto− koff,A A, (33)

RP = kon,PPcyto−
(

koff,P + kPA Aβ
[
1−κP FP(r) fP(t)

])
P, (34)

RM = kon,MMcyto−
(

koff,M
[
1+κM FM(r) fM(t)

]
− kAM A

)
M. (35)

Our experimental data is acquired in the mid-plane imaging geometry of the em-
bryo. Assuming the entire polarization process has azimuthal symmetry about the
anteroposterior axis of the embryo (18), we can simplify our theory by writing the
dynamical equations in an elliptical cross-section of the embryo. This naturally leads
us to consider periodic boundary conditions along the one-dimensional domain. Fur-
ther, we neglect the curvature of the embryo (12) and finally consider our model on a
one-dimensional line of size L with periodic boundary conditions.

The cytoplasmic concentration of a protein c (either A, P or M) in this one-dimensional
theory is calculated from

ccyto = ctot−
ψ

L

∫ L/2

−L/2
c(x, t)dx, (36)

where ψ is the surface-to-volume ratio for the ellipsoidal geometry of the embryo, and
x ∈ [−L/2,L/2] with x = 0 corresponding to the posterior pole.

The total stress in the actomyosin cortex is given by

σtot = η ∂xv+C∗ fC(t)
M

M+M∗
. (37)

where η is the viscosity of the cortex (4). This together with the force-balance equation
∂xσtot = γv leads to an equation for the cortical flows

η∂
2
x v− γ v =−C∗ fC(t) ∂x

(
M

M+M∗

)
. (38)
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Finally, the transport equations for A, P and M simplify to

∂tA =−∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A, (39)

∂tP =−∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ

[
1−κP FP(r) fP(t)

])
P,

(40)

∂tM =−∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M

[
1+κM FM(r) fM(t)

]
− kAM A

)
M,

(41)

with

Acyto = Atot−
ψ

L

∫ L/2

−L/2
dxA, Pcyto = Ptot−

ψ

L

∫ L/2

−L/2
dxP, Mcyto = Mtot−

ψ

L

∫ L/2

−L/2
dxM

(42)

and

FP(x) = exp
(
− x2

d2
P

)
, FM(x) = exp

(
− x2

d2
M

)
, (43)

fP(t) =
1
2

[
tanh

(
t

τP,on

)
+1
]
, (44)

fM(t) =
1
2

[
tanh

(
t

τM,on

)
− tanh

(
t−TM

τM,off

)]
, (45)

fC(t) =
1
2

[
1− tanh

(
t−TM

τM,off

)]
. (46)

The above three transport equations (39, 40, 41) and the equation for the cortical flows
(38) constitute our complete and self-consistent theory for PAR polarity in C. elegans

embryos.

2.5 Numerical solutions of the model

Our theory as expressed by equations (38-46) cannot be solved analytically for the spa-
tiotemporal evolution of the dynamical fields, even in the simplified one-dimensional
geometry. As such, we resort to numerical methods to solve the partial differential
equations.

We set up the problem in a one-dimensional line of size L in a periodic geome-
try. The position coordinate x ∈ [−L/2,L/2] with the point x = 0 corresponding to
the location of the posterior pole. The periodic boundary conditions, implied by as-
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suming azimuthal symmetry and midplane imaging, leads us to solving the cortical
flow equation (38) with high-precision spectral methods (19). We then discretize the
transport equations (39, 40, 41) with finite-difference methods and use the method of
lines employing accurate high-order time-marching algorithms to solve the resulting
equations (20), using custom built code in Python (21).

2.6 Parameter inference procedure

At first sight, it appears that our theory has a large number of adjustable parameters.
However, the values for many parameters are well known in the literature. Our data
analysis procedures described in the Methods sections have led us to infer several more
parameters. As such, there are only a moderate number of parameters which are un-
known. See Supplementary Table S2 for a list of the known and unknown parameters.
The main parameters that are unknown are those that pertain the characteristics of the
triggering cues. Fortunately, the modularity of the PAR - actomyosin system allows us
to determine these parameters, few at a time, in a systematic manner.

• mlc-4 RNAi allows us to decouple the PAR patterning system from the NMY-
2-flow system. This allows us to determine the parameters of the PAR-2 stabi-
lization cue and the strengths of the mutual antagonistic interactions between the
PARs.

• The par-2 and par-6 double RNAi condition isolates the NMY-2-flow system,
thus allowing us to infer the characteristics of the myosin removal and contrac-
tility cue component.

For each of these two modular subsystems, we employ a systematic procedure to infer
the set of unknown parameters, as described below.

2.6.1 Comparing theory and experimental data

For a given set of model parameters, our numeric evaluation returns the spatiotemporal
profiles of the three concentration fields and the cortical velocity field, at any required
space-time resolution. However, for a nonlinear theory, such as the present one, there
is no direct and simple way to compare the theoretical solutions with experimental data
to assess how good a given parameter set is. The standard reduced chi-squared measure
can lead to erroneous results (22). As such, we used the following procedure to assess
the agreement between the experimental data and the theoretical solution for a given
set of input parameters.
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Condition Theoretical description

mlc-4 RNAi

∂tA = −∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A,

∂tP = −∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ

[
1−κP FP(r) fP(t)

])
P,

∂tM = −∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M

[
1+κM FM(r) fM(t)

]
− kAM A

)
M,

η∂
2
x v− γ v =−C∗ fC(t) ∂x

(
M

M+M∗

)

par-2 + par-6 RNAi

∂tA = −∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A,

∂tP = −∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ [1−κP FP(r) fP(t)]

)
P,

∂tM =−∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M

[
1+κM FM(r) fM(t)

]
− kAM A

)
M,

η∂
2
x v− γ v =−C∗ fC(t) ∂x

(
M

M+M∗

)

wt-MT−

∂tA =−∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A,

∂tP =−∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ

[
1−κP FP(r) fP(t)

])
P,

∂tM =−∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M

[
1+κM FM(r) fM(t)

]
− kAM A

)
M,

η∂
2
x v− γ v =−C∗ fC(t) ∂x

(
M

M+M∗

)

unperturbed

∂tA =−∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A,

∂tP =−∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ

[
1−κP FP(r) fP(t)

])
P,

∂tM =−∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M

[
1+κM FM(r) fM(t)

]
− kAM A

)
M,

η∂
2
x v− γ v =−C∗ fC(t) ∂x

(
M

M+M∗

)

Table S1 – Table showing the equations used for different conditions.

• The experimental data fields Aexpt(x, t), Pexpt(x, t), Mexpt(x, t) and vexpt(x, t) are
arrays of shape nspace× ntime (Fig. 3a-c, h-j, main text). The theoretical solu-
tions, Atheory(x, t), Ptheory(x, t), Mtheory(x, t) and vtheory(x, t), are also obtained at
the same space-time resolution.

• We then order the space-time points in a sequence and compute the normalized
residual array

RZ = {
Zexpt(x, t)−Ztheory(x, t)

σexpt(x, t)
| x, t}, Z = {A,P,M,v} (47)

where σexpt(x, t) is the experimental standard error of the mean for the variable
Z at the point (x, t). Note that for each field Z, the array RZ is a one-dimensional
vector of length nspace×ntime.

• For multiple fields, we collate the residual arrays into a single residual array
R = {RA,RP,RM,Rv}.
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• If the deviation of the data from the theoretical model is entirely due to statistical
fluctuations, then the array R should have a normal distribution with zero mean
and unit variance. We thus calculate, for each condition the two quantities (mean:
Rmean, variance: Rvariance) to characterize the goodness of the fit.

• As a goodness of fit test, we compare the normalized histogram of the array R

with a normal distribution. To get a quantitative estimate of the comparison, we
generate the quantile plots for the residual array R against a standard normal
distribution. In the ideal case, this plot would be a straight line with unit slope
and zero intercept (Supplementary Fig. 14).

In order to obtain good estimates of the four parameters (kon,A,kon,P,kAP,kPA) of the
non-linear PAR reaction network and the strength of the PAR-2 stabilization cue (κP),
we applied a fitting procedure where we first systematically evaluated a cost function,
which quantifies the agreement of the theoretical solution with the experimental data,
over a large range of parameter values. We systematically explored a broad range of
combinations of the 5 parameters and compared the theoretical solution to the experi-
mental data. For this comparison, we used the cost function

cost = (Rvariance−1) + |Rmean|, (48)

for which each term is zero when the deviation of the data from the theoretical model
is entirely due to statistical fluctuations. We evaluated the cost function for both, of the
mlc-4 RNAi condition and the PAR-2 MT- condition. For the mlc-4 RNAi condition,
flows are inhibited, while for the PAR-2 MT- condition, the PAR-2 stabilization cue is
inhibited, such that both conditions provide relatively simple cases that cover a broad
spectrum of phenotypes. To obtain a good estimate for kon,A,kon,P,kAP,kPA and κP, we
used:

cost =
1
2
(costmlc4 + costPAR2MT−). (49)

For each condition, we focused on parameter regions in which the homogeneous A-
high state is stable (evaluated by linear stability analysis) and the PAR biochemistry
shows multistability (the P and A nullclines have more than one intersection point).
For instance, Supplementary Fig. 13 shows a heat map of this cost function for the
mlc-4 RNAi condition in some plane. We determined the global minimum of the cost
function over this grid of 5 parameters to obtain an optimal starting parameter set. This
parameter set, in combination with estimates for the width dP and the switching time
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τP,on was then used as a starting point for a least squares minimization procedure using
the Levenberg-Marquardt fitting algorithm. For the NMY-2-flow system, only 4 pa-
rameters were unknown (Supplemental Table S2 andS3) and for good convergence it
was sufficient to use manual estimates as starting values for the least squares minimiza-
tion procedure using the Levenberg-Marquardt fitting algorithm. We used the python
library ‘lmfit’ to perform this final stage of the fitting procedure (23). This procedure
also gives us estimates of the uncertainties (1σ ) in the inferred parameters, from which
we calculate and report the 95% confidence intervals. Note, however, that the esti-
mates of the 95% confidence intervals from such a fitting procedure are generally not
very robust and should be treated with caution (22).

2.6.2 Sensitivity analysis

We used a one-variable-at-a-time method to evaluate the sensitivity of our model solu-
tion to changes in the values of all parameters. For that, we varied one of our model
parameters, while keeping the other parameters fixed to the values in Supplementary
Table S2. We increased as well as decreased each parameter value. Then we evaluated
the change in the solution by the following distance function. Let A0,P0,M0 and v0 be
the solutions for the unperturbed condition. Let Ah/l ,Ph/l ,Mh/l and vh/l be the concen-
tration and flow fields for the variation of one parameter (high or low).
Then we define the distance measure for the unperturbed condition as:

1
4

(∫
x,t(A0−Ah/l)

2dxdt∫
x,t A2

0dxdt
+

∫
x,t(P0−Ph/l)

2dxdt∫
x,t P2

0 dxdt
+

∫
x,t(M0−Mh/l)

2dxdt∫
x,t M2

0 dxdt
+

∫
x,t(v0− vh/l)

2dxdt∫
x,t v2

0dxdt

)
(50)

The distance value is zero for identical concentration fields in A,P and M and flow
fields v. The distance is expressed as variance and normalized by the mean (Supple-
mentary Fig. 12). We find that less than 30 percent of the parameters have a significant
impact on the solutions. The most impactful parameters control the anterior PAR pro-
teins and thus the stability of the initial, homogeneous state.

2.7 Linear stability analysis for the PAR-myosin-flow system

The PAR biochemical reactions represented by the equations (23) and (24) exhibit
bistability for α ≥ 1, β > 1 or α > 1, β ≥ 1 (12, 13). For the best set of parameters
determined for the unperturbed condition, the nullclines RA = 0 and R̃P = 0 defined by
equation (23) and (24) have three possible solutions for the uniform steady-states of the
PAR system, represented by three intersection points. It turns out that the aPAR domi-
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nant state and the pPAR dominant state are stable, but the third state is unstable (12,13).
Additionally, the parameters corresponding the aPAR dominant state also allow the ex-
istence of polarized domain states, giving rise to coexistence of stable solutions. In
the coexistence region, both the homogeneous state and the polarized domain state are
stable to small fluctuations. A large perturbation, exceeding a certain threshold, is re-
quired to drive the system from the homogeneous state to the domain state. The C.

elegans zygote is initially in the homogeneous aPAR dominant state and is driven by
the cues to the polarized domain state. We next study the stability of the aPAR domi-
nant homogeneous state to small non-uniform perturbations, in the presence of active
mechanics, promoted by the NMY-2 concentration field.

We consider the PAR - actomyosin system without the external cues

∂tA =−∂x(vA)+DA∂
2
x A+

kon,A

(1+ kAPPα)
Acyto− koff,A A, (51)

∂tP =−∂x(vP)+DP∂
2
x P+ kon,PPcyto−

(
koff,P + kPA Aβ

)
P, (52)

∂tM =−∂x(vM)+DM∂
2
x M+ kon,MMcyto−

(
koff,M− kAM A

)
M, (53)

η∂
2
x v− γ v =−C∗ ∂x

(
M

M+M∗

)
. (54)

and investigate the stability of the homogeneous state with respect to small pertur-
bations in the concentrations of the PARs and myosin. The above equations have a
unique homogeneous steady-state, c0 = (A0,P0,M0), which is obtained by solving the
following equations in a self-consistent manner:

A0 =
kon,A Atot

kon,A ψ + koff,A + kAP Pα
0
, (55)

P0 =
kon,P Ptot

kon,P ψ + koff,P + kPA Aβ

0

, (56)

M0 =
kon,M Mtot

kon,M ψ + koff,M− kAM A0
. (57)

Following (24), the linear stability matrix, for a perturbation of the form eiqx around
the homogeneous steady-state c0, is

Ai j =−q2 Di δi j +C∗
q2

1+q2`2 ci,0 ∂c j f (c0)+∂c j Ri(c0) (58)
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where i = {A,P,M}. We get

A =−q2

 DA 0 0
0 DP 0
0 0 DM

 + C∗
q2

1+q2`2
M∗

(M0 +M∗)2

 0 0 A0

0 0 P0

0 0 M0



+



−koff,A−
ψ kon,Aδq,0(
1+ kAP Pα

0

) −
kon,A(Atot−ψA0δq,0)(

1+ kAP Pα
0

)2 α kAP Pα−1
0 0

−β kPA Aβ−1
0 P0 −koff,P−ψ kon,P δq,0− kPA Aβ

0 0

kAM M0 0 −koff,M−ψ kon,M δq,0− kAM A0


(59)

The eigenvalues of the above linear stability matrix determine whether the homoge-
neous state is stable to a small non-uniform perturbation. We numerically compute
the eigenvalues using the best-fit parameters for the unperturbed condition (Table S2),
and plot it as a function of the wavenumber q of the perturbation. If the eigenvalues
for all spatial modes are smaller than zero, the homogeneous aPAR dominated state
is stable. For Fig. 4b, main text, we explored a large range of values for kAM and C∗
and evaluated if the corresponding eigenvalues for all spatial modes of infinitesimally
small perturbations remained negative. This then represents the region where the ho-
mogeneous state is stable. We furthermore simulated the PAR - actomyosin system,
using the unperturbed-condition parameters, while kAM and C∗ were varied. As shown
in Fig. 2b, main text, the PAR-2 stabilization cue causes PAR domain formation even in
the absence of cortical flows. In order to investigate the perturbation originating from
cortical flows, in their propensity to trigger domain formation, we numerically inacti-
vated the PAR-2 stabilization cue by setting κP to zero. We then numerically evaluated
if the perturbation of cortical flows triggers domain formation. In Fig. 4b, main text,
the grey region indicates the parameter range, for which the advective polarity trigger
fails to establish PAR domains.

2.8 Correlations in the concentration fields

In Supplementary Fig. 15, we plot the spatiotemporal normalized crosscorrelation func-
tions (25) for the concentration fields of PAR-2, PAR-6 and NMY-2. The correlations
obtained from the experimental data show negative correlation between PAR-2 and
PAR-6 as well as NMY-2 and PAR-2 in the domain region and positive correlation
between NMY-2 and PAR-6. For the parameter values of the unperturbed condition
(Supplementary Table S2,S3), we plotted the correlation functions predicted from our
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theory of guided mechanochemical self-organization. From this comparison it becomes
evident that the agreement between theory and experiment is reasonably good, even at
the quantitative level. Our mechanochemical theory of guided self-organization is a
coarse-grained description of the microscopic dynamics. We have not included any
stochastic fluctuations in our equations for the dynamics of the concentration fields,
as coarse-grained theories average out stochastic fluctuations. The experimental C. el-

egans zygote of course exhibits stochastic fluctuations arising from various sources.
Despite this fact, the correlation functions computed from experimental and the theo-
retical predictions still agree with each very well. This indicates that our theory is able
to capture the dynamics of the system even beyond the simple mean-field level.
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3 Supplementary Tables

parameter known? source value
kon,A x fitting(∗) (2.115±0.008) ·10−2 µms−1

koff,A D (10) (9.2±2) ·10−3s−1

kon,P x fitting(∗) (1.3012±0.0006) ·10−1µms−1

koff,P D (3) (7.3±5.7) ·10−3s−1

kon,M D Fig. 1d 0.199±0.04µms−1

koff,M D Fig. 1c 0.117±0.009s−1

DA D (10) 0.095±0.04µm2s−1

DP D (3) 0.15±0.03µm2s−1

DM D Supplementary Fig. 4c 0.054±0.003µm2s−1

ρA D MACE, Supplementary Fig. 3i,j,l,m see table S3
ρP D MACE, Supplementary Fig. 3i,j,l,m see table S3
ρM D MACE, Supplementary Fig. 3i,j,l,m see table S3
kPA x fitting(∗) (1.318±0.0007) ·10−2µm4s−1

kAP x fitting(∗) 1.11±0.017µm2

α D (12) 1
β D (12) 2

kAM D Fig. 1c -(2.0 ± 0.7) ·10−3µm2s−1

l D (26) 13.6±2.9µm
C∗/γ x fitting(∗) 10.4± 1.0Nm
M∗ x fitting(∗) 8.0± 4.9 µm−2

κM x fitting(∗) 4.9±0.3
dM x fitting(∗) 15.9 ±0.6µm
TM D Supplementary Fig. 6 see table S3

τM,on D Supplementary Fig. 6 see table S3
τM,off D Supplementary Fig. 6 see table S3

κP x fitting(∗) 0.951±0.0006
dP x fitting(∗) 28.6±0.16µm

τP,on x fitting(∗) 74±4.4s

Table S2 – Parameter values of the physical model for the dynamics of PAR polarity
establishment. (∗): Errors represent the 95% confidence interval. Note however that
this can be an underestimation of the real error, due to the nature of the fitting routine
(see SI section 2.6.1).
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condition ρA [µm−3] ρP [µm−3] ρM [µm−3] τM,on [s] τM,off [s] TM [s]
unperturbed 9.18±0.50 6.30±0.40 13.1±0.9 32±10 89±19 322±11

par-2 par-6 RNAi 4.03±0.15 2.14±0.17 14.1±0.8 36±11 99±18 204±10
par-6 RNAi 2.8±0.25 6.0±0.35 11.8±0.6 29±14 100±25 185±14
mlc-4 RNAi 9.22±0.50 4.95±0.37 − − − −

PAR-2 MT- mutant 8.71±0.45 4.02±0.22 15.6±0.9 32±14 112±30 403±17

Table S3 – Table of condition-dependent parameter-values. Errors represent the 95%
confidence interval.

NMY-2 GFP LP133 nmy-2(cp8[NMY-2::GFP + unc-119(+)]) I; unc-119(ed3) III

NMY-2 mKate2 LP229 nmy-2(cp52[nmy-2::mkate2 + LoxP unc-119(+) LoxP]) I; unc-119(ed3) III

PH-Domain mCherry OD70 ltIs44pAA173; [pie-1p-mCherry::PH(PLC1delta1) + unc-119(+)]

PH-Domain GFP OD58 ltIs38[pAA1; pie-1::GFP::PH(PLC1delta1) + unc-119(+)]

PAR-2 MT- GFP JH2815 unc-119(ed3); axIs1934[pFM035 gfp::par-2RNAi−resistant [R183-5A]]

PAR-2 GFP TH129 unc-119(ed3)III; ddIs25[[pie-1p::GFP::F58B6.3;unc-119(+)]

PAR-6 mCherry TH110 unc-119(ed3)III; ddIs26[mCherry::T26E3.3;unc-119(+)]

NMY-2 GFP PH-Domain mCherry SWG070 cross between LP133 and OD70
NMY-2 mKate2 PAR-2 MT- GFP SWG021 cross between LP229 and JH2815
PAR-2 MT- GFP PAR-6 mCherry SWG025 cross between JH2815 and TH110

PAR-2 GFP PAR-6 mCherry TH120 cross between TH129 and TH110
PAR-2 mNeonGreen SPD-5 GFP SWG142 cross between SWG143 and OD847

Table S4 – C. elegans strains, used in this study.
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Supplementary Movie Legends

Movie S1. Concentration field of PAR-2::GFP (blue, N = 8) and PAR-6::mCherry
(red, N = 8), during mlc-4 RNAi, over time. Error bands represent the standard error
of the mean. The solid line shows the best fit, using equations as described in table S1,
with parameters shown in tables S2 and S3.

Movie S2. Ensemble-averaged concentration field of NMY-2::GFP (grey, N = 8) and
the ensemble-averaged NMY-2 flow field (green, N = 10), during par-2 and par-6

double RNAi, over time. Error bands represent the standard error of the mean. The
solid line shows the best fit, using equations as described in table S1, with parameters
shown in tables S2 and S3.

Movie S3. Ensemble-averaged concentration field of PAR-2-MT-::GFP (blue, N = 9)
and PAR-6::mCherry (red, N = 9) NMY-2::mKate2 (grey, N = 6) and the ensemble-
averaged NMY-2 flow field (green, N = 9) for the PAR-2 MT- condition, over time.
Error bands represent the standard error of the mean. The solid line shows the model
prediction, using equations as described in table S1, with parameters shown in tables
S2 and S3.

Movie S4. Ensemble-averaged concentration field of PAR-2::GFP (blue, N = 6) and
PAR-6::mCherry (red, N = 6) NMY-2::GFP (grey, N = 8) and the ensemble-averaged
NMY-2 flow field (green, N = 12) for the unperturbed condition, over time. Error bands
represent the standard error of the mean. The solid line shows the model prediction,
using equations as described in table S1, with parameters shown in tables S2 and S3.

Movie S5. Ensemble-averaged concentration field of PAR-2::GFP (blue, N = 6) and
PAR-6::mCherry (red, N = 6) NMY-2::GFP (grey, N = 8) and the ensemble-averaged
NMY-2 flow field (green, N = 12) for the unperturbed condition, over time. Error bands
represent the standard error of the mean. The solid line shows a fit to the model, using
equations as described in table S1, as shown in Supplementary Fig. 9.
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Supplementary Figures
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Fig. S1 – FRAP as method to measure dissociation rates. a, FRAP geometry. The
membrane consists out of a region S1, which is not bleached, and a region S2, where the
bleaching event has taken place. We consider γ = S2/Stot as the fraction of the bleached
to the total surface area. Both regions are coupled to the cytoplasm V. b, Concentrations
of fluorescence particles on the membrane, after the FRAP event. First row: Dynamics
of the concentration at the bleached region (blue, S2) and the unbleached region (black,
S1) as a function of γ , which gives the ratio of the bleached region to the total surface
area. Second row: The solution of the concentration of the bleached region minus the
steady state, on a log plot, also for the three different γ values (0.1, 0.5, 0.9). Also
plotted are the dynamics of the two eigenvalues, λ1 = −ko f f − konψ and λ2 = −ko f f ,
as a guide to the eye. All three conditions used: kon = 1, ko f f = 1, ψ = 0.2, ρtotal = 10.
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Fig. S2 – NMY-2 dissociation rate as a function of the PAR concentration. a,
Spatiotemporal concentration profile of NMY-2 (see Fig. 3i, main text, N=8) during
fluorescence recovery after photobleaching (FRAP). FRAP was performed in a time
period where the NMY-2 levels were close to steady state. To determine the average
concentration of NMY-2 during the FRAP events, we calculated the mean and stan-
dard deviation in a time interval between 400s and 600s after polarity triggering. We
defined the posterior region as an interval between −15 µm and 15 µm. The ante-
rior region was defined as ± 45 µm to ± 55 µm. b, Average NMY-2 concentration
and standard deviation in the anterior and posterior domain, using panel a (N=8). c,
The NMY-2 concentration prior to the FRAP event reached a steady state (anterior,
N=16). Light grey: individual NMY-2 concentrations. Dark grey: averaged NMY-2
concentration. Individual and averaged FRAP recovery of NMY-2 both in the ante-
rior (red) and in the posterior (cyan) hemisphere, displayed for the four conditions:
d, unperturbed (anterior: N=16, posterior: N=24), e, par-2 RNAi (anterior: N=11,
posterior: N=15), f, par-6 RNAi (anterior: N=12, posterior: N=9), g, par-2 + par-6
RNAi (anterior: N=26, posterior: N=24). Fitting the fluorescence recovery provided
the NMY-2 dissociation rates, shown in Fig. 1b, main text. Concentration of PAR pro-
teins during FRAP experiments for various RNAi perturbations: spatiotemporal profile
of PAR-2, PAR-6, as well as PAR-2 and PAR-6 concentration and standard deviation
in the anterior (dashed rectangle) and posterior domain (rectangle) for h, par-2 RNAi
(N=7), i, par-6 RNAi (N=6) and j, par-2 par-6 double RNAi (N=10). The distance of
the FRAP region to the posterior pole was determined prior to each individual FRAP
event, yielding d = 43.3± 2.6 µm for anterior FRAP and d = 25.6± 2.8 µm for pos-
terior FRAP, as average distance. k, NMY-2 dissociation rates, measured by FRAP
(Fig. 1b,c, main text), plotted against the respective PAR-2 and PAR-6 concentrations.
Error bars are standard error of the mean. Note that we excluded kdiss during par-
2 RNAi in the posterior domain, since small uncertainties in the FRAP position can
have a strong impact on the PAR-6 concentration, which is thus difficult to asses. We
fitted the dissociation rate with a linear relation kdiss = koff,M + kAM A + kPM P, and
inferred kAM = −0.0016±0.0023 µm2s−1, kPM = 3.6e−04±0.001.9 µm2s−1 and
koff,M = 0.16±0.002 s−1.
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Fig. S3 – Protein concentrations measured by MACE. a, FCS autocorrelation spec-
tra for GFP in solution, with 4 different concentrations (300 nM, 100 nM, 10 nM,
3 nM). Quantitative analysis yielded Vconf = 3.3e−16± 3e−17 liters. b, Two individ-
ual FCS autocorrelation spectra for PAR-2::GFP in living C. elegans zygotes (cir-
cles). Black line: Theoretical fit, yielding a diffusive time-scale of τD = 98.5 µs and
τD = 77.5 µs. c, Comparing the PAR-2 concentration of C. elegans one-cell zygotes,
determined via FCS (13.6± 1.5 nM, N=21) with the quantity determined via MACE
(10.4± 1.5 nM, N=8). d, Photobleaching during image-acquisition, for cytoplasmic
NMY-2::GFP concentration (N=6) Error: Standard deviation. Blue line: exponential
fit yielding a bleaching time scale of tbleach = 1428 frames. e: Fluorescence calibration
curves of GFP (green), mCherry (red), mNeonGreen (magenta) and mKate2 (black).
Error bars: Standard deviation. The solid line shows a linear fit (see Methods). f,
The ratio of labeled to unlabelled PAR-2 and PAR-6. Left side: Western blot against
PAR-2 and PAR-6 for the N2 wt line. Right side: Western blot against PAR-2 and
PAR-6 for the PAR-2::GFP and PAR-6::mCherry transgenic line. The asterisk marks a
non-specific band close to PAR-6::mCherry (compare to N2 wt). g, Width of the point-
spread function of membrane-associated fluorophores for GFP, as well as mCherry
(h). Left side, fluorescence intensity profile of the 40 pixel band (8.7 µm) around the
membrane (insert, original image). Right side, individual fluorescent intensity profile
(black) and fit (blue), as explained above, with σg = 344 nm for GFP and σg = 306
nm for mCherry. Measurement of the ensemble-averaged cytoplasmic and membrane
bound total amount of NMY-2, PAR-2 and PAR-6, for the following conditions i, mlc-
4 RNAi (N=8), j, par-2 and par-6 double RNAi (N=8 for NMY-2, N=10 for PAR-2
and PAR-6), l, PAR-2 MT- mutant (N=6 for NMY-2, N=9 for PAR-2 and PAR-6), m,
unperturbed condition (N=8 for NMY-2, N=6 for PAR-2 and PAR-6). k, Individual
point spread function of one 100 nm TetraSpeck fluorescent bead. Red and black: fluo-
rescence intensity along the x and y direction. Blue: fluorescence intensity along the z
direction. Open circles show the data, the solid line represents a gaussian fit to the data,
yielding σx = 0.191 µm in x, σy = 0.173 µm in y and σz = 0.46 µm in z. n, The sum
of the membrane-bound and cytoplasmic PAR-2 and PAR-6 amount in protein number,
for the unperturbed condition (N=6) and par-6 RNAi (N=6). o, The membrane-bound
amount of PAR-2 and PAR-6 in protein number, for the unperturbed condition (N=6)
and par-6 RNAi (N=6). p, The sum of the membrane-bound and cytoplasmic PAR-2
and PAR-6 amount in protein number, for the unperturbed condition (N=6) and par-2
and par-6 double RNAi (N=10). q, The membrane-bound amount of PAR-2 and PAR-
6 in protein number, for the unperturbed condition (N=6) and par-2 and par-6 RNAi
(N=10). See section ’Determining total protein amounts, Methods’ for details.
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Fig. S4 – Measuring the NMY-2 diffusion constant. a, Trajectories and mean
squared displacement of NMY-2 during the flow phase, for an individual movie. Blue
dots: individual tracks, white dots: average. (Scale bar: 1 µm) b, Trajectories and
mean squared displacement of NMY-2 during ect-2 RNAi, for an individual movie.
Blue dots: individual tracks, white dots: average. (Scale bar: 1 µm) c, Ensemble-
averaged mean squared displacement of 7 movies, during ect-2 RNAi. We restricted
our analysis to tracks with a minimum length of 3 seconds (N=657 tracks). Blue dots:
individual tracks, white dots: average. Fitting a mean squared displacement, linear in
time resulted in DM= 0.054 µm2−1 ± 0.081 µm2s−1.
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Fig. S5 – The actomyosin cue becomes inactive when the centrosome detaches
from the cortex. a, DIC image of a one cell C. elegans embryo. The white line
indicates the representative position of the kymograph, shown in c, Kymograph of DIC
images, indicating two events: 1) Start of cytoplasmic flows, 2) Detachment of the
male pronucleus from the cell membrane. This separates the centrosome, which is
physically attached to the male pronucleus, from the actomyosin cortex. b, Temporal
profile of the normalized average cortical flow profile in the posterior domain (between
−30 µm to 30 µm, with respect to the posterior pole) on a data-set where DIC movies
and NMY-2 fluorescence was measured in parallel (N=8). To extract the cessation of
flows, we fitted this temporal profile with f (t) = 1

2

[
tanh( t

τon
)− tanh( t−Tstop

τoff
)
]
, where

Tstop gives the time when flows stop. d, Quantification of the average time between the
start of flows and the moment where the nucleus detaches from the cell membrane as
well as time between the start of flows and the cessation of cytoplasmic flows, extracted
from the same data set (N=8). Error bars: 95% confidence interval.
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induced by the the actomyosin cue. a, unperturbed condition (N=12), b, PAR-2
MT- (N=9), c, par-2 and par-6 double RNAi (N=10), d, par-6 RNAi (N=11). For all
conditions, the absolute value of the cortical flow field was averaged in space, over the
posterior domain (between −30 µm to 30 µm, with respect to the posterior pole). We
fitted the temporal profile with fM(t) = 1
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[
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, where the results

are summarized in Supplementary Table S3 . Errors represent the 95% confidence
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Fig. S7 – Actomyosin flows during mlc-4 RNAi. a, Average of the cortical flow
over 12 embryos and 100 s, for the unperturbed condition. b, Average of the cortical
flow over 7 embryos and 100 s, for mlc-4 RNAi. Error band represents the 95% con-
fidence interval. c, Dependence of the cortical flow velocity on the mlc-4 RNAi feed-
ing time. We determined cortical flow velocities for mlc-4 RNAi by investigating the
displacement-field of yolk granules adjacent to the actomyosin cortex, using the freely
available PIVlab MATLAB algorithm (27). 2D velocity fields were projected onto the
anterior-posterior axis by dividing the embryo into 18 bins along the anterior-posterior
axis, and by spatially averaging the x-component or the y-component of velocity along
each bin in a single frame. The average velocity in each bin was then averaged over
time across the entire flow period. The peak velocity was then determined as the max-
imum of the spatial flow profile.
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gous to Fig. 4a, main text, using unperturbed-condition parameters, when all three
cues are disabled at time-points between 20s and 200 s. Note that for 20s and 40s,
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laxes to the patterned polarity domain state. b, Speed of the PAR system, defined by√
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cP: PAR-2 stabilization cue
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Fig. S9 – Fitting the unperturbed condition. a-c, Ensemble averaged concentrations
of PAR-2::GFP, PAR-6::mCherry (N=6, both) and NMY-2::GFP (N=8) as well as the
NMY-2 flow field (N=12) during polarity establishment, for the unperturbed condition.
d-f, Comparison of the experimental PAR-2, PAR-6 and NMY-2 concentration profiles
as well as flow fields (dots, shaded regions represent standard error of the mean) with
the fit of the theory of guided mechanochemical self-organization, displayed at t=50s,
200s and 450s (solid lines), for the unperturbed condition (Supplementary Video 5). g,
Ratio of the parameter values that have been fitted and the parameter values used for the
prediction (Fig. 3k-m, main text). h, Spatiotemporal profile of the PAR-2 stabilization
cue, obtained by fitting the unperturbed condition.
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Fig. S10 – Quantifying the effect of the actomyosin cue on the NMY-2 system in
isolation, during par-6 RNAi . a, Kymograph of the ensemble averaged concentration
field of NMY-2 (N=7) during par-6 RNAi. b, Kymograph of the ensemble averaged
flow field of NMY-2 (N=11) during par-6 RNAi. c, Comparison of the experimental
NMY-2 concentration profiles with the best fit, displayed at t=50s, 200s and 450s.
d, Comparison of the experimental flow profile with the best fit, displayed at t=50s,
200s and 450s. e, Ratio of the parameters: C∗/γ (Contractility), M∗ (Contractility
saturation), dM (width, myosin removal cue), κM (strength, myosin removal cue) from
the par-2 and par-6 double RNAi condition over the par-6 RNAi condition.
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Fig. S11 – Fitting the NMY-2 - flow system, during par-2 and par-6 double RNAi,
while also considering the experimentally measured PAR membrane concentra-
tions. a, Kymograph of the ensemble averaged concentration field of NMY-2 (N=8)
during par-2 and par-6 double RNAi. b, Kymograph of the ensemble averaged flow
field of NMY-2 (N=10) during par-2 and par-6 double RNAi. c,d, Comparison of the
experimental NMY-2 concentration profiles and flow fields with the best fit, displayed
at t=50s, 200s and 450s. This fitting procedure explicitly considered the experimentally
measured PAR-2 and PAR-6 concentrations (e). f, Ratio of the parameters: C∗/γ (Con-
tractility), M∗ (Contractility saturation), dM (width, myosin removal cue), κM (strength,
myosin removal cue) from the par-2 and par-6 double RNAi condition, obtained while
ignoring the PAR concentrations over the best fit that explicitly considers the experi-
mentally measured PAR-2 and PAR-6 concentration (e).
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Fig. S13 – Cost-function when comparing the experimental mlc-4 RNAi condition
with the theoretical solutions. Four parameters were varied. Each box shows the
cost-function against kAP and kPA, with a range between 0.3 - 5.4 µm2 and 0.003 -
0.05 µm4s−1, respectively. Boxes with increasing row number show the cost-function
evaluated at increasing values of kon,A, while increasing column numbers show values
of increased kon,P. kon,A was varied between 0.005 - 0.05 µms−1 and kon,P was varied
between 0.03 - 0.15 µms−1. The cost-function is evaluated according to Supplementary
Equation 48. Black regions indicate the parameter space where either the homogeneous
A high state is unstable or the PAR reaction chemistry does not support multistability,
or both.
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Fig. S14 – Quantifying the goodness of the fit / prediction for five conditions. a,
mlc-4 RNAi, b, par-2 + par-6 RNAi, c, PAR-2 MT- (15) prediction, d, unperturbed pre-
diction, e, unperturbed, while fitting unknown parameters (Supplementary Fig. 9). We
calculated the residuals between the experimental and theoretical results, which were
normalized by the experimental standard error of the mean. For perfect agreement,
this should yield a gaussian distribution with zero mean and unit width. To determine
how well the experimental distribution agrees with the such a gaussian distribution, we
also show quantile plots, which should, for perfect agreement, show a line with zero
intercept and slope 1 (see Supplemental Information, section 2.6.1).
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Fig. S15 – Normalized crosscorrelation between the PAR-2, PAR-6, and myosin
concentration fields a, Comparison of the crosscorrelation between the ensemble-
averaged experimental and theoretical concentration fields of PAR-2 and PAR-6 (N=6
for both). b, Comparison of the crosscorrelation between the ensemble-averaged ex-
perimental and theoretical concentration fields of myosin (N=8) and PAR-2 (N=6). c,
Comparison of the crosscorrelation between the ensemble-averaged experimental and
theoretical concentration fields of myosin (N=8) and PAR-6 (N=6) (see Supplemental
Discussion).
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