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ABSTRACT
Objectives: Development of digital biomarkers to predict treatment response to a digital 
behavioral intervention.
Design: Machine learning using random forest classifiers on data generated through the use of a 
digital therapeutic which delivers behavioral therapy to treat cardiometabolic disease. Data from 
13 explanatory variables (biometric and engagement in nature) generated in the first 28 days of a 
12-week intervention were used to train models. Two levels of response to treatment were 
predicted: 1) systolic change ≥ 10 mmHg (SC model), and 2) shift down to a blood pressure 
category of elevated or better (ER model). Models were validated using leave-one-out cross-
validation and evaluated using area under the curve receiver operating characteristics (AUROC) 
and specificity-sensitivity. Ability to predict treatment response with a subset of 9 variables, 
including app use and baseline blood pressure was also tested (models SC-APP and ER-APP).
Setting: Data generated through ad libitum use of a digital therapeutic in the United States. 
Participants: De-identified data from 135 adults with a starting blood pressure ≥ 130 / 80, who 
tracked blood pressure for at least 7 weeks using the digital therapeutic. 
Results: The SC model had an AUROC of .82 and a sensitivity of 58% at a specificity of 90%. 
The ER model had an AUROC of .69 and a sensitivity of 32% at a specificity at 91%. Dropping 
explanatory variables related to blood pressure resulted in an AUROC of .72 with a sensitivity of 
42% at a specificity of 90% for the SC-APP model and an AUROC of .53 for the ER-APP 
model. 
Conclusions: Machine learning was used to transform data from a digital therapeutic into digital 
biomarkers that predicted treatment response in individual participants. Digital biomarkers have 
potential to improve treatment outcomes in a digital behavioral intervention.

ARTICLE SUMMARY
Key messages 
● Digital biomarkers can be created using machine learning to predict therapeutic response 

and dynamically adjust treatment parameters.
● Predictive models can be used to generate and communicate clinically actionable insights.
● Digital biomarkers have potential to improve treatment outcomes in digitally delivered 

behavioral interventions.
Strengths and limitations of this study
● Practical applications of digital biomarkers in the treatment of cardiometabolic diseases are 

presented.
● Proof of concept biomarkers demonstrated predictive power despite the small size of the 

training dataset.
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INTRODUCTION
Modifiable behaviors are responsible for 70% or more of all cardiometabolic diseases.[1–3] 
Health systems are ill equipped to address the current epidemic of cardiometabolic diseases and, 
in particular, lack widely available behavioral therapies to address the common root causes of 
these conditions. Digital therapeutics, software designed to encourage changes in behaviors 
which treat disease, offer a means to deliver behavioral therapy to large populations and 
preliminary studies demonstrate their potential as a cost-effective treatment for cardiometabolic 
disease.[4–6]

Compared to pharmacotherapy, digital therapeutics offer potential advantages such as ease of 
access, ease of use, fewer side-effects and cost-effectiveness.[4, 7–9] Digital therapeutics also 
generate readily accessible patient data without requiring an office or lab visit. The data 
generated are voluminous and vary in both type and quality. These can include remotely sensed 
measures of physiology (e.g., blood pressure, blood glucose, heart rate variability), behavioral 
data (e.g., about eating, moving, thinking), medication adherence, as well as engagement 
parameters of unknown significance (e.g., app use, geographic location, circadian patterns of 
use). 

The best use of these data remains an open question. Feeding data directly into EMRs is of 
limited utility to providers or patients. Whereas, transforming the data into markers of disease 
status, termed digital biomarkers[10] could provide clinically actionable insights with or without 
conventional biometric data.[11–13]  Digital biomarkers afford a pragmatic approach to remotely 
monitor patients and intervene on a continuous rather than episodic basis. Greatly expanding 
opportunities to intervene means that patients have greater access to personalized care, which 
could improve treatment outcomes.[14, 15]

Machine learning, a type of artificial intelligence (AI) used to make predictions with large and 
complex datasets, offers a novel approach for creating digital biomarkers. The exponential 
growth of smartphone use in the United States and advancing interoperability standards allow for 
digital biomarkers to be compiled across diverse populations and data sources. As a result, the 
opportunity to advance digital biomarker methodologies has never been greater.[16, 17]

Machine learning is particularly valuable when there is ambiguity about what variables, or to 
what extent a set of variables predict an outcome of interest. Such ambiguity is inherent to 
behavioral interventions, like those used in the treatment of cardiometabolic disease. Human 
behavior results from a complex interaction between the anthropogenic features of our living 
environment, genetic and epigenetic determinants of behavior, neurobiology, social influences 
and to some degree chance events.[18–21] While clinical experience and the scientific literature 
can identify many variables that influence behavior, the interplay of these variables in a given 
individual and their environment is difficult for a clinician or patient to discern. This ambiguity 

Page 3 of 24

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For peer review only

4

limits enthusiasm for behavioral interventions because it makes it difficult for clinicians and 
patients to rely on behavioral therapy to achieve a predictable level of therapeutic response.

Digital biomarkers can reduce ambiguity by predicting current and forecasting future disease 
status during the course of treatment.[22–24] Digital biomarkers that serve as markers of current 
disease status allow for tailoring or adjusting treatment between clinic visits (e.g., when a patient 
is not doing as well as expected). Similarly, markers of future disease status enable preemptive 
action, such as adding or subtracting additional treatments, or taking preventive steps to avoid 
complications of the disease.[13, 24]

In this paper, we present our ongoing work to develop digital biomarkers and aim to illustrate 
their utility in digitally-delivered behavioral interventions to both the patient and prescribing 
clinician. We describe the analytic process to show that the development of digital biomarkers 
requires a hypothesis-driven approach, particularly when datasets are small. Finally, using actual 
examples of digital biomarkers intended to predict blood pressure status, we discuss the practical 
and ethical considerations involved in both developing and applying digital biomarkers using 
machine learning.

METHODS
Digital Therapeutic 
The digital biomarkers discussed in this paper were generated using data from a digital 
therapeutic created by Better Therapeutics LLC (San Francisco, CA), a developer of prescription 
digital therapeutics for the treatment of cardiometabolic diseases. 

The digital therapeutic integrates a mobile medical application (“app”) that delivers behavioral 
therapy with the support of a remote multidisciplinary care team. The app delivers a personalized 
behavior change intervention, including tools for goal setting, skill building, self-monitoring, 
biometric tracking and behavioral feedback designed to provide cognitive training and support 
the participant’s daily efforts to improve overall cardiometabolic disease status. The app 
facilitates the adoption of evidenced-based behavioral strategies, such as planning and self-
monitoring, to increase physical activity and consumption of vegetables, whole grains, fruits, 
nuts, seeds, beans and other legumes.[25, 26]

Participants were over 18 years of age who self-identified with a diagnosis of hypertension, type 
2 diabetes and/or hyperlipidemia. Those reporting to have hypertension at enrollment were 
offered a free Omron 7 Series Upper Arm Blood Pressure Monitor (Omron Healthcare Inc, 
Kyoto, Japan) to use during the intervention and to keep at its conclusion. This 12-week 
intervention was available to all participants at no cost.  
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This analysis of existing data from the digital therapeutic was approved and overseen by Quorum 
Review Institutional Review Board[27] and a waiver of informed consent was granted for this 
retrospective analysis.

Constraining the Training Dataset
The clinical intent of this biomarker exploration was to generate digital biomarkers that could 
improve treatment outcomes in future participants with hypertension for whom blood pressure 
was not optimally controlled despite the use of pharmacological treatment. We first identified 
prior participants that met the following criteria: baseline blood pressure was 1) at or above the 
cutoff for stage I hypertension (systolic ≥ 130 or diastolic ≥ 80)[25] and, 2) recorded no more 
than 2 weeks prior to or 2 weeks after the start of the intervention. 

The development of a predictive model using a training dataset requires all participants to have 
known outcomes. This is referred to as the “ground truth” in machine learning. In this case, the 
ground truth was change in blood pressure from baseline. Of the participants identified, we only 
included those with a follow-up blood pressure value in weeks 7 to 14 of the intervention.

The training set also needs to be a valid representation of future experience to make sure the data 
sources present are sufficiently representative of those that will be collected in future 
participants. This is an important consideration because of the evolving nature of digital 
therapeutics. As the therapeutic is modified over time, the data types collected in earlier versions 
of the app could be different from those collected in later versions. Therefore, for the purpose of 
developing biomarkers that predict blood pressure status, we further constrained the training 
dataset to include participants who used versions of the app which enabled automatic blood 
pressure tracking.

Choosing Response Variables and Training Window
The intent of machine learning is to train an algorithm that can predict a specific outcome, 
termed the “response variable.” The response variable must be both clinically relevant and 
sufficiently, but not universally, prevalent in the population of interest. For example, if the 
outcome is “any degree of improvement”, but “any degree of improvement” occurs in > 95% of 
participants in the training dataset, then a predictive model may appear to work well, but could 
actually be invalid.[28] Furthermore, “any improvement” is arguably less clinically meaningful 
than “a specific degree of improvement”. 

To address these concerns, we chose response variables that were well distributed in the training 
dataset, as detailed in the results section, and were also clinically meaningful in the management 
of hypertension. Specifically, we chose to predict: 1) a systolic blood pressure improvement of 
10 mmHg or higher near the end of a 12-week intervention period (defined as 7 to 14 weeks after 
start), because 10 mmHg has been well demonstrated to be clinically meaningful[29, 30] and that 
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degree of change is near the mean for participants in the training dataset (66/135 participants); 
and 2) a reduction in blood pressure to the elevated range or below (systolic ≤ 130), because this 
level of blood pressure control would signal a clinician to stop adding additional pharmaceuticals 
or consider reducing or deprescribing pharmaceuticals (48/135 participants).[25]     

For a digital biomarker that predicts blood pressure status to be clinically useful, it needs to 
compute with data collected in a short period of time, and in less time than typically occurs 
between clinic visits. This means the biomarker could be used to intervene between office visits 
and could play a role in addressing clinical inertia that limits primary care providers ability to 
optimize blood pressure control in their patients.[31, 32] To demonstrate proof of concept, we 
chose a 28-day training interval, meaning that we trained machine learning models on the first 28 
days of patient data to evaluate whether it could predict blood pressure change in weeks 7 to 14. 
We hypothesized that data collected within this short training window could sufficiently 
represent changing behavioral patterns and treatment response, so as to predict future blood 
pressure status. 

Choosing Modeling Techniques and Explanatory Variables
There are many valid methodologies for machine learning. These methods can be categorized by 
the type of learning involved - supervised or unsupervised. While a discussion on the merits and 
nature of each type is beyond the scope of this paper, it is important to select modeling 
techniques appropriate for the size of the dataset and nature of response variables chosen. For the 
biomarkers presented herein, we utilized random forest models, which is a form of supervised 
classification learning known to reduce overfitting in small datasets.[33] The models are 
supervised because the ground truth (i.e., actual blood pressure change) for each participant in 
the training dataset is labeled. The models are attempting to learn whether the classification was 
or was not achieved; for example, will a participant achieve a > 10 mmHg blood pressure 
reduction, or not? 

In addition to classification labels, random forest models must be trained on a set of explanatory 
variables. For a small training dataset, each model must have a limited number of variables so as 
to avoid excess noise and overfitting that can lead to reduced generalizability. These explanatory 
variables must be selected by hypothesis. For example, we hypothesized that baseline blood 
pressure and achievement of behavioral goals would influence the degree of blood pressure 
change observed and used these as explanatory variables. In a large dataset, feature engineering 
can be used to identify the most predictive explanatory variables.

For each biomarker model, denoted SC (systolic change of 10 mmHg or more) or ER (elevated 
range achieved), we used 13 explanatory variables, which can be categorized as engagement or 
biometric variables. Engagement variables are counts of actions related to the use of the digital 
therapeutic, including count of all meals reported, plant-based meals reported, physical activity 
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reported and length of exposure to the intervention. Biometric variables included baseline 
systolic, baseline diastolic, mean systolic and diastolic at training window end, initial systolic 
and diastolic change (end training mean - baseline), minutes of physical activity, and baseline 
Body Mass Index (BMI). 

We trained each biomarker model on data generated during a 28-day training window, starting 
with participant day 0 (sign up) up to day 28 (a third of the way through the studied 12-week 
intervention period). We utilized hyperparameter optimization to minimize overfitting and to 
achieve the maximal leave-one-out cross-validated area under the receiver operating 
characteristic curve for both models. 

Model Validation
Performance of each biomarker model was assessed using leave-one-out cross-validation, which 
is a common and valid technique for use in samples of this size.[34–36] This was done by 
training each model on N-1 samples of the data and then making a prediction on that one sample 
that was left out, producing an “out of sample’ prediction for all N samples. The N predictions 
were pooled to generate the classification variables of the receiver operator characteristic curve 
(ROC), the area under the curve of the ROC (AUROC) and a confusion matrix of true versus 
predicted values.[37]

For each biomarker model, the ROC curve illustrates predictive ability of the response variable 
(in this case systolic change of 10 mmHg or move to a range of elevated BP) at different 
thresholds of discrimination. At each prediction discrimination threshold, the ROC displays the 
false positive rate (FPR) against the true positive rate (TPR). The FPR is the ratio of truly 
negative events categorized as positive (FP) to the total number of actual negative events (N). 
Specificity or true negative rate of a model is calculated as 1 - FPR and is an indication of how 
well a model does in correctly identifying those who do not achieve a successful outcome, as 
defined by the response variable.  

Since the intended application of these biomarkers is analogous to a diagnostic test, which are 
traditionally evaluated based on their specificity, we evaluated model performance at a 
specificity of 90% (FPR = .10). A low FPR minimizes the number of participants who the model 
would predict to achieve a healthier state who actually will not. In turn, this minimizes the 
number of participants who might be erroneously taken off blood pressure medicine as a result of 
an erroneous prediction. It is less critical to avoid labeling participants who had achieved a 
healthier state as though they had not. This is why we choose a discrimination threshold with a 
low FPR, and then evaluate the TPR at that point. 

As a further validation step, we examined the performance of each biomarker by excluding the 
four explanatory variables that capture blood pressure change in the training window. While we 
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hypothesized that these models would perform less well, they serve to test the concept that a 
digital biomarker that predicts blood pressure status can be generated without using ongoing 
blood pressure data. These validation models using only app engagement and other biometric 
variables, are denoted SC-APP and ER-APP. 

Making Use of Explainable Artificial Intelligence (AI) 
Digital biomarkers that are generated using machine learning do not need to be viewed as a black 
box. Instead, explainable AI techniques are available that can provide more granular details 
about the explanatory variables that influenced the prediction made. Explainable AI can afford 
both individual participant and population level insights.

We used the Tree Shapley Additive Explanation (SHAP) algorithm on the random forest 
models[38] to generate more interpretable predictions at the participant level. The SHAP 
algorithm assigns each explanatory variable an importance value for each prediction. Using 
SHAP on a machine learning model is analogous to coefficient analysis in classical regression. 
Similar to coefficient analysis, it can be used to determine the relative importance of explanatory 
variables in addition to determining which explanatory variables drove a particular prediction. 
Predictions start at a base value that is the expectation of the response variable. For binary 
classification models, this is defined by the proportion of outcomes by class (e.g., the proportion 
of participants who successfully reduced their blood pressure). Then SHAP values attribute to 
each explanatory variable the change in expected model prediction given the addition of that 
explanatory variable. This provides insight into how much each explanatory variable positively 
or negatively impacts the prediction made for each participant. The final prediction probability of 
whether the participant will achieve the response variable is the sum of the base value and all of 
the explanatory variable attributions. 

Individual SHAP values can be used to provide specific behavioral feedback to participants, with 
the intent of motivating a change in behavioral pattern that may improve treatment outcomes. 
SHAP values for all participants can also be plotted to reveal the overall ranking of variables in 
the population studied. These variable rank lists can then inform hypotheses about how to further 
improve the design of the digital therapeutic to optimize clinical outcomes.

All machine learning model development was done using open-source packages in Python. The 
packages include but are not limited to Scikit-Learn, SHAP, Pandas, and Numpy.

Patient and Public Involvement
We did not directly involve patients or public (PPI) in the current study. However, the digital 
therapeutic that is the source of the database used in this study was developed with PPI input 
over the product development lifecycle. 

RESULTS
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Dataset 
The training dataset contained 135 participants who met the inclusion criteria. The mean age was 
54.9 years (95% CI 53.5, 56.3), mean baseline BMI was 34.5 (95% CI 33.1, 35.8) and 83% 
(112/135) were female. Based on the 2017 ACC/AHA definition,[25] half of the participants 
(68/135) had stage 1 hypertension at baseline, with the other half (67/135) having stage II 
hypertension at baseline. Of those with stage 1 hypertension at baseline, 51.5% (35/68) had 
isolated diastolic hypertension (i.e., diastolic BP 80-90 mmHg). Of those with stage II 
hypertension at baseline, 14.9% (10/67) had isolated diastolic hypertension (i.e., diastolic BP ≥ 

89 mmHg). Baseline characteristics are listed in Table 1. 

Over the intervention period examined, systolic blood pressure changed by -12.7 mmHg (95% 
CI -14.8, -9.6), diastolic blood pressure changed by -7.1 mmHg (95% CI -9.0, -5.2) and the mean 
duration of days between baseline and most recent value for blood pressure was 79.3 days (95% 
CI 76.8, 81.9). Of all participants, 35.6% (48/135) shifted to a blood pressure range below stage I 
(<130/80). A shift to a normal range was seen in 16.4% (11/67) of those starting with stage II 
hypertension and 29.4% (20/68) of those starting with stage I hypertension.

Table 1. Participant characteristics at baseline 

Participant 
Characteristics

Total
(n = 135)

Stage I BP
(n = 68)

Stage II BP
(n = 67)

 

Age (years),
mean (95% CI) 54.9 (53.5 to 56.3) 55.7 (53.7 to 57.7) 54.2 (52.1 to 56.2)

Body mass index 
(kg/m2), mean (95% 
CI) 34.5 (33.1 to 35.8) 33.8 (31.9 to 35.6) 35.2 (33.2 to 37.2)

Female, n (%) 112 (83) 54 (79.4) 58 (86.6)

Systolic BP (mmHg), 
mean (95% CI) 138.9 (136.2 to 141.6) 127.9 (126.1 to 129.7) 150.0 (146.6 to 153.5)

Diastolic BP (mmHg), 
mean (95% CI) 87.8 (86.1 to 89.4) 82.3 (81.1 to 83.6) 93.3 (90.7 to 95.8)
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Isolated diastolic 
hypertension, n (%) 45 (33.3) 35 (51.5) 10 (14.9)

BP medications 
(count), mean (95% 
CI) 1.3 (1.1 to 1.5) 1.2 (1.0 to 1.4) 1.4 (1.1 to 1.7)

Predictive Models
The random forest classifier achieved optimal performance with 100 trees and a minimum of 3 
samples per leaf node for the SC model. For the ER model optimal performance was achieved 
with 400 trees and a minimum of 5 samples per leaf nodes.

Biomarker models were assessed at the operating point on each ROC that was as close as 
possible to a FPR of 10%. The SC model (predicting a systolic change of 10 points) was assessed 
at a FPR of 10%, which means that 10% of participants who didn’t achieve a reduction in 
systolic blood pressure of 10 mmHg were labeled as though they had. Evaluating the model at 
10% FPR, we were able to achieve a TPR of 58%. This means that 58% of participants who 
achieved a reduction in systolic blood pressure of 10 mmHg were labeled correctly. The 
AUROC was .82, model specificity (1 - FPR) was 90%, sensitivity (TPR) was 58% and accuracy 
((TP+TN)/n) was 74%. In the SC-APP model, where variables related to changes in blood 
pressure were removed, the AUROC was .72 and at a FPR of 10% (specificity of 90%), the TPR 
was 42%. The resultant receiver operator curves for these 2 models can be seen in Figure 1.

The biomarker models exploring the ability to predict a shift down to a blood pressure range of 
elevated or better (ER and ER-APP) also demonstrated predictive capacity, but less so than the 
SC models. For the ER model, the AUROC was .69 and at a FPR of 9% the TPR was 32%. 
When the BP change variables were removed, in the ER-APP model, the prediction ability was 
only slightly above chance (AUC = .53, TPR 26% at FPR of 12%).

Plots of the Tree SHAP algorithm results for the SC and SC-APP models are shown in Figure 2. 
Explanatory variables on the y-axis are ordered from most to least predictive based on their 
average absolute contribution to the response variable. Each dot represents the SHAP value of 
that variable for one participant and the placement of the dots on the x-axis indicate if the 
contribution was subtractive or additive for a specific participant. The color of the dot is 
indicative of the value for that variable, with highly positive values displayed as red and low or 
negative values showing up as light blue. The plot for the SC model reveals that explanatory 
variables related to blood pressure were top contributors to the prediction. For example, the 
distribution of dots across the x-axis for the first variable listed shows that improvements in 
systolic BP early in the intervention, as seen by the blue and purple dots to the right of 0 on the 
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x-axis, contributed positively to the prediction that a participant would succeed. Behavioral 
variables also had predictive power. For example, a high count of physical activity minutes and 
plant-based meals reported positively contributed to a prediction of success for most participants. 

Shapley values can be aggregated and illustrated for every participant. A plot of the SHAP 
values helps to visualize which variables contributed most to a low or high prediction of success 
for an individual participant. In figure 3, we display the SHAP values for two participants, one 
with a lower than expected probability of success (example A), and one with a higher than 
expected probability of success (example B). In example A, the participant experienced a large 
improvement in their systolic blood pressure in weeks 3 and 4 (-14 mmHg), yet is given a low 
probability of sustaining this improvement at the end of the intervention period. This surprisingly 
low probability is explained by the SHAP values, which reveal low counts for several behavioral 
explanatory variables, such as the number of plant-based meals and minutes of physical activity 
reported. This data can be automatically translated into a simple explanation to the participant, 
that their probability for sustaining meaningful change could be higher if they made incremental 
improvements in their meal and activity pattern. Furthermore, the exact number of additional 
meals and activity minutes to accrue per week to sufficiently increase the probability of success 
could be calculated, to motivate the participant and to give meaning to the additional efforts 
prescribed.

In example B, the participant has evidenced no improvement in systolic blood pressure at the end 
of week 4, yet they are predicted to meaningfully improve blood pressure by the of the treatment 
period. This unexpected prediction is explained by the SHAP values, which show that the 
combined impact of their baseline blood pressure and behavioral explanatory variables suggests 
a high likelihood of success. This data can be automatically translated to provide timely 
encouragement to the participant to maintain or advance their behavioral changes even though 
their blood pressure has not yet responded. 

DISCUSSION 
In this paper, we present a proof of concept that digital biomarkers can be developed using even 
a small training dataset from a digital therapeutic. We demonstrated that 28 days of data can be 
transformed, using machine learning, into a digital biomarker that predicts the degree of 
treatment response, in this case whether a meaningful drop in blood pressure will occur at the 
end of the treatment period.

There are many ways to use such a biomarker in practice to tailor behavioral treatment and 
improve outcomes. For a patient, these biomarkers can be used as a continuous form of treatment 
feedback and behavioral reinforcement. The probability of a significant treatment response can 
be translated into a treatment score, much like a credit score. Since this score could be 
recalculated with every new engagement recorded in the digital therapeutic, it would serve to 
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motivate app use and reinforce healing behaviors. In addition, the biomarker output can be made 
more meaningful using explainable AI techniques. For example, SHAP values can be translated 
into a prioritized list of behavioral actions to help a patient focus their attention on efforts that 
are most predictive of success. 

For clinicians and health systems, digital biomarkers can function as a form of automated patient 
monitoring. The probability of a positive treatment response can be translated into a clinical alert 
by setting an acceptable specificity-sensitivity threshold for each biomarker paired with a 
duration of time above this threshold. Like any diagnostic test, the performance characteristics of 
the alert should be made known to those acting upon it. Since such an alert would be intended to 
influence treatment decisions, for example via a clinical decision support tool, specificity-
sensitivity pairs need to be evaluated from a risk-benefit perspective. For instance, how do the 
risks associated with false positives and false negatives compare to the benefits of identifying 
true positives and true negatives? To accurately weigh these risks and benefits requires us to 
understand the context that the biomarker and therapeutics are used. Current clinical practice, for 
example, is plagued by high rates of clinical inertia (i.e., a lack of timely and appropriate 
treatment decisions). Therefore, a higher false positive rate may be tolerated as a trade-off for an 
easier-to-access biomarker. 

For a developer of digital therapeutics, digital biomarkers provide not just a way to personalize 
treatment and communicate clinical status to providers, but also a way to better understand what 
variables within the therapeutic are most predictive of clinical outcomes. These data can be used 
to guide the ongoing refinement of a digital therapeutic. When datasets are of sufficient size, the 
machine learning techniques used to generate digital biomarkers can also be applied to identify 
distinct digital phenotypes, that is, unique patterns of engagement with a behavioral intervention 
that represent meaningful subpopulations who share the same diagnosis. Identifying and 
targeting treatment to previously unknown subpopulations is thought of as meaningful step 
towards more personalized medicine.[15, 39] 

Limitations, Practical and Ethical Considerations
The main limitation of the work presented here is the size of the training dataset used. It is likely 
that a larger dataset would improve the performance characteristics of biomarkers tested.[14] It is 
noteworthy, given this limitation, that one of the biomarkers (SC) had an AUC greater than 0.8. 
This suggests the utility of beginning digital biomarker development in early in the 
implementation of a digital therapeutic. 

Other limitations include the omission of known predictors of treatment response (e.g., 
medication adherence or change), the reliance on a small set of explanatory variables and the 
inclusion of self-reported variables that may be subject to human error. Addressing these 
limitations may enable more accurate biomarkers.
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The ethical and practical implications of applying complex, ever-changing, predictive models 
generated by machine learning are only beginning to be appreciated. To preempt potential 
misuse of digital biomarkers, we must understand the true meaning of the data these biomarkers 
present. For example, a predictive model can identify variables that are predictive of a given 
outcome. This does not mean highly predictive variables caused the outcome, nor does it mean 
that poorly predictive variables are not causative. Instead, the predictive strength of each variable 
should be treated literally as “markers.” This does not preclude the automated use of explanatory 
variables to guide the personalization of behavioral therapy. However, since the individual level 
of each variable could be influenced by unknown confounding factors, and since the degree of 
modifiability of each variable is not known, the impact of this form of behavioral therapy must 
be studied.

Finally, like any biomarker, a digital biomarker is only generalizable if the training dataset is 
truly representative of future patients. If the training dataset is biased or overly skewed, it may 
produce a biomarker that underperforms at best, and is harmful at worst. To guard against this 
bias, re-validation of a digital biomarker should be performed if the treatment population or 
digital therapeutic change substantially. And when applying these novel biomarkers, we must 
appreciate that unknown sources of bias may exist, so that we avoid over-reliance on such 
biomarkers. 

Future Work
There are three areas of work that will extend this initial phase of digital biomarker development. 
As research expands into larger clinical trials, it will enable the revalidation and to some degree 
reconstruction of these biomarkers using larger training datasets, creating even more robust 
biomarkers. A larger dataset enables inclusion of other potentially predictive variables, such as 
demographics, sociomarkers, or omics data, and splitting of the dataset into a training and test set 
to minimize overfitting. 

Second, it will be important to study whether the intended effects (e.g., the improvement of 
treatment outcomes) are actualized when these biomarkers are put into practice and to observe 
whether there are any unintended consequences. Alongside empirical research, software usability 
testing must insure that the practical application of biomarkers is interpreted by both patients and 
clinicians in the intended manner.

Third, similar machine learning methods can be applied to develop digital biomarkers that 
predict present physiological status, for instance current blood pressure or fasting blood sugar. 
This will require a larger training dataset with frequent (i.e., multiple times per week) measures 
of the ground truth (i.e., resting blood pressure, fasting blood sugar). A similar validation 
strategy can be used to determine the validity of the biomarkers with and without self-monitoring 
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of the ground truth. Our aim is to develop cuff-less blood pressure and stick-less blood glucose 
biomarkers that would allow for more continuous patient care at a lower burden to patients and 
the health system. Our hypothesis is that these biomarkers will significantly reduce clinical 
inertia, enhance behavioral therapy delivery, and further empower patients and providers, 
meaningfully increasing treatment outcomes at both the patient and population level. 

CONCLUSIONS
Machine learning can be used to transform data from a digital therapeutic into actionable digital 
biomarkers. In this paper, we present a successful proof of concept for a biomarker that utilizes 
28 days of patient-generated data to predict a clinically meaningful response to digitally-
delivered behavioral therapy. Many practical and ethical considerations arise in the development 
of digital biomarkers. Applying conventional clinical thinking to these novel computational 
processes provides the basis to identify and resolve these considerations. There is great potential 
to design digital biomarkers to enhance the delivery of medical care and improve treatment 
outcomes.
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Figure 1: Receiver Operator Characteristics (ROC) curves for machine learning model predicting systolic 
change (SC) and a model predicting systolic change without use of ongoing blood pressure data (SC-APP). 
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Figure 2: Shapley values illustrate how explanatory variables contribute to success meeting the response 
variable (improvement in systolic blood pressure ≥ 10 mmHg). The feature list down the y-axis is in order of 
contribution to the model (most to least). Each dot represents the value for one participant. SBP change and 

DBP change are the difference in measurements from baseline to the end of the 28-day training period. 
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Figure 3: SHAP values for explanatory variables for 2 participants. The SHAP value plotted on the y-axis 
indicates that amount the variable positively or negatively contributes to the prediction of success (the 

output value). The probability threshold (output value that assigns a prediction of success) is 0.66. 
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Reporting checklist for prediction model development 
and validation study.
Based on the TRIPOD guidelines.

Instructions to authors
Complete this checklist by entering the page numbers from your manuscript where readers will find each of the 
items listed below.

Your article may not currently address all the items on the checklist. Please modify your text to include the 
missing information. If you are certain that an item does not apply, please write "n/a" and provide a short 
explanation.

Upload your completed checklist as an extra file when you submit to a journal.

In your methods section, say that you used the TRIPOD reporting guidelines, and cite them as:

Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a multivariable prediction model for 
individual prognosis or diagnosis (TRIPOD): The TRIPOD statement.

Reporting Item
Page 

Number

#1 Identify the study as developing and / or validating a multivariable 
prediction model, the target population, and the outcome to be 
predicted.

2

#2 Provide a summary of objectives, study design, setting, participants, 
sample size, predictors, outcome, statistical analysis, results, and 
conclusions.

2

#3a Explain the medical context (including whether diagnostic or 
prognostic) and rationale for developing or validating the 
multivariable prediction model, including references to existing 
models.

3-4

#3b Specify the objectives, including whether the study describes the 
development or validation of the model or both.

4

Source of data #4a Describe the study design or source of data (e.g., randomized trial, 
cohort, or registry data), separately for the development and 
validation data sets, if applicable.

4-5
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#4b Specify the key study dates, including start of accrual; end of accrual; 
and, if applicable, end of follow-up.

n/a

Participants #5a Specify key elements of the study setting (e.g., primary care, 
secondary care, general population) including number and location of 
centres.

4

#5b Describe eligibility criteria for participants. 5

#5c Give details of treatments received, if relevant 4

Outcome #6a Clearly define the outcome that is predicted by the prediction model, 
including how and when assessed.

5-6

#6b Report any actions to blind assessment of the outcome to be 
predicted.

n/a

Predictors #7a Clearly define all predictors used in developing or validating the 
multivariable prediction model, including how and when they were 
measured

5-7

#7b Report any actions to blind assessment of predictors for the outcome 
and other predictors.

n/a

Sample size #8 Explain how the study size was arrived at. 5

Missing data #9 Describe how missing data were handled (e.g., complete-case 
analysis, single imputation, multiple imputation) with details of any 
imputation method.

n/a

Statistical analysis 
methods

#10a If you are developing a prediction model describe how predictors 
were handled in the analyses.

5-7

#10b If you are developing a prediction model, specify type of model, all 
model-building procedures (including any predictor selection), and 
method for internal validation.

6-8

#10c If you are validating a prediction model, describe how the predictions 
were calculated.

7-8

#10d Specify all measures used to assess model performance and, if 
relevant, to compare multiple models.

7-8

#10e If you are validating a prediction model, describe any model updating 
(e.g., recalibration) arising from the validation, if done

7-8
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Risk groups #11 Provide details on how risk groups were created, if done. n/a

Development vs. 
validation

#12 For validation, identify any differences from the development data in 
setting, eligibility criteria, outcome, and predictors.

8

Participants #13a Describe the flow of participants through the study, including the 
number of participants with and without the outcome and, if 
applicable, a summary of the follow-up time. A diagram may be 
helpful.

9

#13b Describe the characteristics of the participants (basic demographics, 
clinical features, available predictors), including the number of 
participants with missing data for predictors and outcome.

9-10

#13c For validation, show a comparison with the development data of the 
distribution of important variables (demographics, predictors and 
outcome).

9-10

Model 
development

#14a If developing a model, specify the number of participants and 
outcome events in each analysis.

9-10

#14b If developing a model, report the unadjusted association, if calculated 
between each candidate predictor and outcome.

10-11

Model 
specification

#15a If developing a model, present the full prediction model to allow 
predictions for individuals (i.e., all regression coefficients, and model 
intercept or baseline survival at a given time point).

10-11

#15b If developing a prediction model, explain how to the use it. 10-11

Model 
performance

#16 Report performance measures (with CIs) for the prediction model. 10-11

Model-updating #17 If validating a model, report the results from any model updating, if 
done (i.e., model specification, model performance).

n/a

Limitations #18 Discuss any limitations of the study (such as nonrepresentative 
sample, few events per predictor, missing data).

12-13

Interpretation #19a For validation, discuss the results with reference to performance in 
the development data, and any other validation data

11-12

#19b Give an overall interpretation of the results, considering objectives, 
limitations, results from similar studies, and other relevant evidence.

14
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Implications #20 Discuss the potential clinical use of the model and implications for 
future research

13-14

Supplementary 
information

#21 Provide information about the availability of supplementary 
resources, such as study protocol, Web calculator, and data sets.

14-15

Funding #22 Give the source of funding and the role of the funders for the present 
study.

14

The TRIPOD checklist is distributed under the terms of the Creative Commons Attribution License CC-BY. 
This checklist was completed on 27. March 2019 using https://www.goodreports.org/, a tool made by the 
EQUATOR Network in collaboration with Penelope.ai
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ABSTRACT
Objectives: Development of digital biomarkers to predict treatment response to a digital 
behavioral intervention.
Design: Machine learning using random forest classifiers on data generated through the use of a 
digital therapeutic which delivers behavioral therapy to treat cardiometabolic disease. Data from 
13 explanatory variables (biometric and engagement in nature) generated in the first 28 days of a 
12-week intervention were used to train models. Two levels of response to treatment were 
predicted: 1) systolic change ≥ 10 mmHg (SC model), and 2) shift down to a blood pressure 
category of elevated or better (ER model). Models were validated using leave-one-out cross-
validation and evaluated using area under the curve receiver operating characteristics (AUROC) 
and specificity-sensitivity. Ability to predict treatment response with a subset of 9 variables, 
including app use and baseline blood pressure was also tested (models SC-APP and ER-APP).
Setting: Data generated through ad libitum use of a digital therapeutic in the United States. 
Participants: De-identified data from 135 adults with a starting blood pressure ≥ 130 / 80, who 
tracked blood pressure for at least 7 weeks using the digital therapeutic. 
Results: The SC model had an AUROC of .82 and a sensitivity of 58% at a specificity of 90%. 
The ER model had an AUROC of .69 and a sensitivity of 32% at a specificity at 91%. Dropping 
explanatory variables related to blood pressure resulted in an AUROC of .72 with a sensitivity of 
42% at a specificity of 90% for the SC-APP model and an AUROC of .53 for the ER-APP 
model. 
Conclusions: Machine learning was used to transform data from a digital therapeutic into digital 
biomarkers that predicted treatment response in individual participants. Digital biomarkers have 
potential to improve treatment outcomes in a digital behavioral intervention.

ARTICLE SUMMARY
Strengths and Limitations
● Proof of concept biomarkers demonstrated good power to predict treatment outcomes despite 

the small size of the training dataset.
● Use of additional explanatory variables to develop the biomarkers may enhance the accuracy 

of predictions.
● Generalizability of the biomarkers is unknown and may be limited by the demographics of 

the training dataset. 

INTRODUCTION
Modifiable behaviors are responsible for 70% or more of all cardiometabolic diseases.[1–3] 
Health systems are ill equipped to address the current epidemic of cardiometabolic diseases and, 
in particular, lack widely available behavioral therapies to address the common root causes of 
these conditions. Digital therapeutics, software designed to encourage changes in behaviors 
which treat disease, offer a means to deliver behavioral therapy to large populations and 
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preliminary studies demonstrate their potential as a cost-effective treatment for cardiometabolic 
disease.[4–7] 

Compared to pharmacotherapy, digital therapeutics offer potential advantages such as ease of 
access, ease of use, fewer side-effects and cost-effectiveness.[4, 8–10] Digital therapeutics also 
generate readily accessible patient data without requiring an office or lab visit. The data 
generated are voluminous and vary in both type and quality. These can include remotely sensed 
measures of physiology (e.g., blood pressure, blood glucose, heart rate variability), behavioral 
data (e.g., about eating, moving, thinking), medication adherence, as well as engagement 
parameters of unknown significance (e.g., app use, geographic location, circadian patterns of 
use). 

The best use of these data remains an open question. Feeding data directly into EMRs is of 
limited utility to providers or patients. Whereas, transforming the data into markers of disease 
status, termed digital biomarkers[11] could provide clinically actionable insights with or without 
conventional biometric data.[12–14]  Digital biomarkers afford a pragmatic approach to remotely 
monitor patients and intervene on a continuous rather than episodic basis. Greatly expanding 
opportunities to intervene means that patients have greater access to personalized care, which 
could improve treatment outcomes.[15, 16]

Machine learning, a type of artificial intelligence (AI) used to make predictions with large and 
complex datasets, offers a novel approach for creating digital biomarkers. The exponential 
growth of smartphone use in the United States and advancing interoperability standards allow for 
digital biomarkers to be compiled across diverse populations and data sources. As a result, the 
opportunity to advance digital biomarker methodologies has never been greater.[17, 18]

Machine learning is particularly valuable when there is ambiguity about what variables, or to 
what extent a set of variables predict an outcome of interest. Such ambiguity is inherent to 
behavioral interventions, like those used in the treatment of cardiometabolic disease. Human 
behavior results from a complex interaction between the anthropogenic features of our living 
environment, genetic and epigenetic determinants of behavior, neurobiology, social influences 
and to some degree chance events.[19–22] While clinical experience and the scientific literature 
can identify many variables that influence behavior, the interplay of these variables in a given 
individual and their environment is difficult for a clinician or patient to discern. This ambiguity 
limits enthusiasm for behavioral interventions because it makes it difficult for clinicians and 
patients to rely on behavioral therapy to achieve a predictable level of therapeutic response.

Digital biomarkers can reduce ambiguity by predicting current and forecasting future disease 
status during the course of treatment.[23–25] Digital biomarkers that serve as markers of current 
disease status allow for tailoring or adjusting treatment between clinic visits (e.g., when a patient 
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is not doing as well as expected). Similarly, markers of future disease status enable preemptive 
action, such as adding or subtracting additional treatments, or taking preventive steps to avoid 
complications of the disease.[14, 25]

In this paper, we present our ongoing work to develop digital biomarkers and aim to illustrate 
their utility in digitally-delivered behavioral interventions to both the patient and prescribing 
clinician. We describe the analytic process to show that the development of digital biomarkers 
requires a hypothesis-driven approach, particularly when datasets are small. Finally, using actual 
examples of digital biomarkers intended to predict blood pressure status, we discuss the practical 
and ethical considerations involved in both developing and applying digital biomarkers using 
machine learning.

METHODS
Digital Therapeutic 
The digital biomarkers discussed in this paper were generated using data from a digital 
therapeutic created by Better Therapeutics LLC (San Francisco, CA), a developer of prescription 
digital therapeutics for the treatment of cardiometabolic diseases. 

The digital therapeutic integrates a mobile medical application (“app”) that delivers behavioral 
therapy with the support of a remote multidisciplinary care team. The app delivers a personalized 
behavior change intervention, including tools for goal setting, skill building, self-monitoring, 
biometric tracking and behavioral feedback designed to provide cognitive training and support 
the participant’s daily efforts to improve overall cardiometabolic disease status. The app 
facilitates the adoption of evidenced-based behavioral strategies, such as planning and self-
monitoring, to increase physical activity and consumption of vegetables, whole grains, fruits, 
nuts, seeds, beans and other legumes.[26, 27]

Participants
Participants were over 18 years of age who self-identified with a diagnosis of hypertension, type 
2 diabetes and/or hyperlipidemia. Those reporting to have hypertension at enrollment were 
offered a free Omron 7 Series Upper Arm Blood Pressure Monitor (Omron Healthcare Inc, 
Kyoto, Japan) to use during the intervention and to keep at its conclusion. This 12-week 
intervention was available to all participants at no cost.  
 
This analysis of existing data from participants using the digital therapeutic was approved and 
overseen by Quorum Review Institutional Review Board[28] and a waiver of informed consent 
was granted for this retrospective analysis.

Constraining the Training Dataset
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The clinical intent of this biomarker exploration was to generate digital biomarkers that could 
improve treatment outcomes in future participants with hypertension for whom blood pressure 
was not optimally controlled despite the use of pharmacological treatment. We first identified 
prior participants that met the following criteria: baseline blood pressure was 1) at or above the 
cutoff for stage I hypertension (systolic ≥ 130 or diastolic ≥ 80)[26] and, 2) recorded no more 
than 2 weeks prior to or 2 weeks after the start of the intervention. The baseline value was 
calculated by taking an average of all values reported in a 6-day interval defined as starting with 
the date of the first blood pressure value reported and all values reported in the following 5 days.

The development of a predictive model using a training dataset requires all participants to have 
known outcomes. This is referred to as the “ground truth” in machine learning. In this case, the 
ground truth was change in blood pressure from baseline. The follow-up blood pressure values 
were calculated by taking an average over a 6-day interval ending with the last blood pressure 
reported and all values in the previous 5 days. Of the participants identified, we only included 
those with a follow-up blood pressure value in weeks 7 to 14 of the intervention.

The training set also needs to be a valid representation of future experience to make sure the data 
sources present are sufficiently representative of those that will be collected in future 
participants. This is an important consideration because of the evolving nature of digital 
therapeutics. As the therapeutic is modified over time, the data types collected in earlier versions 
of the app could be different from those collected in later versions. Therefore, for the purpose of 
developing biomarkers that predict blood pressure status, we further constrained the training 
dataset to include participants who used versions of the app which enabled automatic blood 
pressure tracking.

Choosing Response Variables and Training Window
The intent of machine learning is to train an algorithm that can predict a specific outcome, 
termed the “response variable.” The response variable must be both clinically relevant and 
sufficiently, but not universally, prevalent in the population of interest. For example, if the 
outcome is “any degree of improvement”, but “any degree of improvement” occurs in > 95% of 
participants in the training dataset, then a predictive model may appear to work well, but could 
actually be invalid.[29] Furthermore, “any improvement” is arguably less clinically meaningful 
than “a specific degree of improvement”. 

To address these concerns, we chose response variables that were well distributed in the training 
dataset, as detailed in the results section, and were also clinically meaningful in the management 
of hypertension. Specifically, we chose to predict: 1) a systolic blood pressure improvement of 
10 mmHg or higher near the end of a 12-week intervention period (defined as 7 to 14 weeks after 
start), because 10 mmHg has been well demonstrated to be clinically meaningful[30, 31] and that 
degree of change is near the mean for participants in the training dataset (66/135 participants); 
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and 2) a reduction in blood pressure to the elevated range or below (systolic ≤ 130), because this 
level of blood pressure control would signal a clinician to stop adding additional pharmaceuticals 
or consider reducing or deprescribing pharmaceuticals (48/135 participants).[26]     

For a digital biomarker that predicts blood pressure status to be clinically useful, it needs to 
compute with data collected in a short period of time, and in less time than typically occurs 
between clinic visits. This means the biomarker could be used to intervene between office visits 
and could play a role in addressing clinical inertia that limits primary care providers ability to 
optimize blood pressure control in their patients.[32, 33] To demonstrate proof of concept, we 
chose a 28-day training interval, meaning that we trained machine learning models on the first 28 
days of patient data to evaluate whether it could predict blood pressure change in weeks 7 to 14. 
We hypothesized that data collected within this short training window could sufficiently 
represent changing behavioral patterns and treatment response, so as to predict future blood 
pressure status. 

Choosing Modeling Techniques and Explanatory Variables
There are many valid methodologies for machine learning. These methods can be categorized by 
the type of learning involved - supervised or unsupervised. While a discussion on the merits and 
nature of each type is beyond the scope of this paper, it is important to select modeling 
techniques appropriate for the size of the dataset and nature of response variables chosen. For the 
biomarkers presented herein, we utilized random forest models, which is a form of supervised 
classification learning known to reduce overfitting in small datasets.[34] The models are 
supervised because the ground truth (i.e., actual blood pressure change) for each participant in 
the training dataset is labeled. The models are attempting to learn whether the classification was 
or was not achieved; for example, will a participant achieve a > 10 mmHg blood pressure 
reduction, or not? 

In addition to classification labels, random forest models must be trained on a set of explanatory 
variables. For a small training dataset, each model must have a limited number of variables so as 
to avoid excess noise and overfitting that can lead to reduced generalizability. These explanatory 
variables must be selected by hypothesis. For example, we hypothesized that baseline blood 
pressure and achievement of behavioral goals would influence the degree of blood pressure 
change observed and used these as explanatory variables. In a large dataset, feature engineering 
can be used to identify the most predictive explanatory variables.

For each biomarker model, denoted SC (systolic change of 10 mmHg or more) or ER (elevated 
range achieved), we used 13 explanatory variables, which can be categorized as engagement or 
biometric variables. Engagement variables are counts of actions related to the use of the digital 
therapeutic, including count of all meals reported, plant-based meals reported, physical activity 
reported and length of exposure to the intervention. Biometric variables included baseline 
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systolic, baseline diastolic, mean systolic and diastolic at training window end, initial systolic 
and diastolic change (end training mean - baseline), minutes of physical activity, and baseline 
Body Mass Index (BMI). 

We trained each biomarker model on data generated during a 28-day training window, starting 
with participant day 0 (sign up) up to day 28 (a third of the way through the studied 12-week 
intervention period). We utilized hyperparameter optimization [35] to minimize overfitting and 
to achieve the maximal leave-one-out cross-validated area under the receiver operating 
characteristic curve for both models. 

Model Validation
Performance of each biomarker model was assessed using leave-one-out cross-validation, which 
is a common and valid technique for use in samples of this size.[36–38] This was done by 
training each model on N-1 samples of the data and then making a prediction on that one sample 
that was left out, producing an “out of sample’ prediction for all N samples. The N predictions 
were pooled to generate the classification variables of the receiver operator characteristic curve 
(ROC), the area under the curve of the ROC (AUROC) and a confusion matrix of true versus 
predicted values.[39]

For each biomarker model, the ROC curve illustrates predictive ability of the response variable 
(in this case systolic change of 10 mmHg or move to a range of elevated BP) at different 
thresholds of discrimination. At each prediction discrimination threshold, the ROC displays the 
false positive rate (FPR) against the true positive rate (TPR). The FPR is the ratio of truly 
negative events categorized as positive (FP) to the total number of actual negative events (N). 
Specificity or true negative rate of a model is calculated as 1 - FPR and is an indication of how 
well a model does in correctly identifying those who do not achieve a successful outcome, as 
defined by the response variable.  

Since the intended application of these biomarkers is analogous to a diagnostic test, which are 
traditionally evaluated based on their specificity, we evaluated model performance at a 
specificity of 90% (FPR = .10). A low FPR minimizes the number of participants who the model 
would predict to achieve a healthier state who actually will not. In turn, this minimizes the 
number of participants who might be erroneously taken off blood pressure medicine as a result of 
an erroneous prediction. It is less critical to avoid labeling participants who had achieved a 
healthier state as though they had not. This is why we choose a discrimination threshold with a 
low FPR, and then evaluate the TPR at that point. 

As a further validation step, we examined the performance of each biomarker by excluding the 
four explanatory variables that capture blood pressure change in the training window. While we 
hypothesized that these models would perform less well, they serve to test the concept that a 
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digital biomarker that predicts blood pressure status can be generated without using ongoing 
blood pressure data. These validation models using only app engagement and other biometric 
variables, are denoted SC-APP and ER-APP. 

Making Use of Explainable Artificial Intelligence (AI) 
Digital biomarkers that are generated using machine learning do not need to be viewed as a black 
box. Instead, explainable AI techniques are available that can provide more granular details 
about the explanatory variables that influenced the prediction made. Explainable AI can afford 
both individual participant and population level insights.

We used the Tree Shapley Additive Explanation (SHAP) algorithm on the random forest 
models[40] to generate more interpretable predictions at the participant level. The SHAP 
algorithm assigns each explanatory variable an importance value for each prediction. Using 
SHAP on a machine learning model is analogous to coefficient analysis in classical regression. 
Similar to coefficient analysis, it can be used to determine the relative importance of explanatory 
variables in addition to determining which explanatory variables drove a particular prediction. 
Predictions start at a base value that is the expectation of the response variable. For binary 
classification models, this is defined by the proportion of outcomes by class (e.g., the proportion 
of participants who successfully reduced their blood pressure). Then SHAP values attribute to 
each explanatory variable the change in expected model prediction given the addition of that 
explanatory variable. This provides insight into how much each explanatory variable positively 
or negatively impacts the prediction made for each participant. The final prediction probability of 
whether the participant will achieve the response variable is the sum of the base value and all of 
the explanatory variable attributions. 

Individual SHAP values can be used to provide specific behavioral feedback to participants, with 
the intent of motivating a change in behavioral pattern that may improve treatment outcomes. In 
particular, explanatory variables that are theoretically modifiable (such as minutes of exercise, or 
number of plant-based meals consumed) can be displayed to motivate changes, whereas fixed 
explanatory variables (such as baseline values) can be displayed to provide context. SHAP 
values for all participants can also be plotted to reveal the overall ranking of variables in the 
population studied. These variable rank lists can then inform hypotheses about how to further 
improve the design of the digital therapeutic to optimize clinical outcomes.

All machine learning model development was done using open-source packages in Python. The 
packages include but are not limited to Scikit-Learn, SHAP, Pandas, and Numpy.

Patient and Public Involvement
We did not directly involve patients or public (PPI) in the current study. However, the digital 
therapeutic that is the source of the database used in this study was developed with PPI input 
over the product development lifecycle. 
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RESULTS
Dataset 
The training dataset contained 135 participants who met the inclusion criteria. The mean age was 
54.9 years (95% CI 53.5, 56.3), mean baseline BMI was 34.5 (95% CI 33.1, 35.8) and 83% 
(112/135) were female. Based on the 2017 ACC/AHA definition,[26] half of the participants 
(68/135) had stage 1 hypertension at baseline, with the other half (67/135) having stage II 
hypertension at baseline. Of those with stage 1 hypertension at baseline, 51.5% (35/68) had 
isolated diastolic hypertension (i.e., diastolic BP 80-90 mmHg). Of those with stage II 
hypertension at baseline, 14.9% (10/67) had isolated diastolic hypertension (i.e., diastolic BP ≥ 

89 mmHg). On average, participants contributed 3 blood pressure readings to the baseline value 
(95% CI 2.5, 3.4) and 2.5 readings to the end-intervention value (95% CI 2.2, 2.9). Baseline 
characteristics are listed in Table 1. 

Over the intervention period examined, systolic blood pressure changed by -12.7 mmHg (95% 
CI -14.8, -9.6), diastolic blood pressure changed by -7.1 mmHg (95% CI -9.0, -5.2) and the mean 
duration of days between baseline and most recent value for blood pressure was 79.3 days (95% 
CI 76.8, 81.9). Of all participants, 35.6% (48/135) shifted to a blood pressure range below stage I 
(<130/80). A shift to a normal range was seen in 16.4% (11/67) of those starting with stage II 
hypertension and 29.4% (20/68) of those starting with stage I hypertension.

Table 1. Participant characteristics at baseline 

Participant 
Characteristics

Total
(n = 135)

Stage I BP
(n = 68)

Stage II BP
(n = 67)

 

Age (years),
mean (95% CI) 54.9 (53.5 to 56.3) 55.7 (53.7 to 57.7) 54.2 (52.1 to 56.2)

Body mass index 
(kg/m2), mean (95% 
CI) 34.5 (33.1 to 35.8) 33.8 (31.9 to 35.6) 35.2 (33.2 to 37.2)

Female, n (%) 112 (83) 54 (79.4) 58 (86.6)

Systolic BP (mmHg), 
mean (95% CI) 138.9 (136.2 to 141.6) 127.9 (126.1 to 129.7) 150.0 (146.6 to 153.5)
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Diastolic BP (mmHg), 
mean (95% CI) 87.8 (86.1 to 89.4) 82.3 (81.1 to 83.6) 93.3 (90.7 to 95.8)

Isolated diastolic 
hypertension, n (%) 45 (33.3) 35 (51.5) 10 (14.9)

BP medications 
(count), mean (95% 
CI) 1.3 (1.1 to 1.5) 1.2 (1.0 to 1.4) 1.4 (1.1 to 1.7)

Predictive Models
The random forest classifier achieved optimal performance with 100 trees and a minimum of 3 
samples per leaf node for the SC model. For the ER model optimal performance was achieved 
with 400 trees and a minimum of 5 samples per leaf nodes.

Biomarker models were assessed at the operating point on each ROC that was as close as 
possible to a FPR of 10%. The SC model (predicting a systolic change of 10 points) was assessed 
at a FPR of 10%, which means that 10% of participants who didn’t achieve a reduction in 
systolic blood pressure of 10 mmHg were labeled as though they had. Evaluating the model at 
10% FPR, we were able to achieve a TPR of 58%. This means that 58% of participants who 
achieved a reduction in systolic blood pressure of 10 mmHg were labeled correctly. The 
AUROC was .82, model specificity (1 - FPR) was 90%, sensitivity (TPR) was 58% and accuracy 
((TP+TN)/n) was 74%. In the SC-APP model, where variables related to changes in blood 
pressure were removed, the AUROC was .72 and at a FPR of 10% (specificity of 90%), the TPR 
was 42%. The resultant receiver operator curves for these 2 models can be seen in Figure 1.

The biomarker models exploring the ability to predict a shift down to a blood pressure range of 
elevated or better (ER and ER-APP) also demonstrated predictive capacity, but less so than the 
SC models. For the ER model, the AUROC was .69 and at a FPR of 9% the TPR was 32%. 
When the BP change variables were removed, in the ER-APP model, the prediction ability was 
only slightly above chance (AUC = .53, TPR 26% at FPR of 12%).

Plots of the Tree SHAP algorithm results for the SC and SC-APP models are shown in Figure 2. 
Explanatory variables on the y-axis are ordered from most to least predictive based on their 
average absolute contribution to the response variable. Each dot represents the SHAP value of 
that variable for one participant and the placement of the dots on the x-axis indicate if the 
contribution was subtractive or additive for a specific participant. The color of the dot is 
indicative of the value for that variable, with highly positive values displayed as red and low or 
negative values showing up as light blue. The plot for the SC model reveals that explanatory 
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variables related to blood pressure were top contributors to the prediction. For example, the 
distribution of dots across the x-axis for the first variable listed shows that improvements in 
systolic BP early in the intervention, as seen by the blue and purple dots to the right of 0 on the 
x-axis, contributed positively to the prediction that a participant would succeed. Behavioral 
variables also had predictive power. For example, a high count of physical activity minutes and 
plant-based meals reported positively contributed to a prediction of success for most participants. 

Shapley values can be aggregated and illustrated for every participant. A plot of the SHAP 
values helps to visualize which variables contributed most to a low or high prediction of success 
for an individual participant. In figure 3, we display the SHAP values for two participants, one 
with a lower than expected probability of success (example A), and one with a higher than 
expected probability of success (example B). In example A, the participant experienced a large 
improvement in their systolic blood pressure in weeks 3 and 4 (-14 mmHg), yet is given a low 
probability of sustaining this improvement at the end of the intervention period. This surprisingly 
low probability is explained by the SHAP values, which reveal low counts for several behavioral 
explanatory variables, such as the number of plant-based meals and minutes of physical activity 
reported. This data can be automatically translated into a simple explanation to the participant, 
that their probability for sustaining meaningful change could be higher if they made incremental 
improvements in their meal and activity pattern. Furthermore, the exact number of additional 
meals and activity minutes to accrue per week to sufficiently increase the probability of success 
could be calculated, to motivate the participant and to give meaning to the additional efforts 
prescribed.

In example B, the participant has evidenced no improvement in systolic blood pressure at the end 
of week 4, yet they are predicted to meaningfully improve blood pressure by the of the treatment 
period. This unexpected prediction is explained by the SHAP values, which show that the 
combined impact of their baseline blood pressure and behavioral explanatory variables suggests 
a high likelihood of success. This data can be automatically translated to provide timely 
encouragement to the participant to maintain or advance their behavioral changes even though 
their blood pressure has not yet responded. 

DISCUSSION 
In this paper, we present a proof of concept that digital biomarkers can be developed using even 
a small training dataset from a digital therapeutic. We demonstrated that 28 days of data can be 
transformed, using machine learning, into a digital biomarker that predicts the degree of 
treatment response, in this case whether a meaningful drop in blood pressure will occur at the 
end of the treatment period.

There are many ways to use such a biomarker in practice to tailor behavioral treatment and 
improve outcomes. For a patient, these biomarkers can be used as a continuous form of treatment 
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feedback and behavioral reinforcement. The probability of a significant treatment response can 
be translated into a treatment score, much like a credit score. Since this score could be 
recalculated with every new engagement recorded in the digital therapeutic, it would serve to 
motivate app use and reinforce healing behaviors. In addition, the biomarker output can be made 
more meaningful using explainable AI techniques. For example, SHAP values can be translated 
into a prioritized list of behavioral actions to help a patient focus their attention on efforts that 
are most predictive of success. 

For clinicians and health systems, digital biomarkers can function as a form of automated patient 
monitoring. The probability of a positive treatment response can be translated into a clinical alert 
by setting an acceptable specificity-sensitivity threshold for each biomarker paired with a 
duration of time above this threshold. Like any diagnostic test, the performance characteristics of 
the alert should be made known to those acting upon it. Since such an alert would be intended to 
influence treatment decisions, for example via a clinical decision support tool, specificity-
sensitivity pairs need to be evaluated from a risk-benefit perspective. For instance, how do the 
risks associated with false positives and false negatives compare to the benefits of identifying 
true positives and true negatives? To accurately weigh these risks and benefits requires us to 
understand the context that the biomarker and therapeutics are used. Current clinical practice, for 
example, is plagued by high rates of clinical inertia (i.e., a lack of timely and appropriate 
treatment decisions). Therefore, a higher false positive rate may be tolerated as a trade-off for an 
easier-to-access biomarker. 

For a developer of digital therapeutics, digital biomarkers provide not just a way to personalize 
treatment and communicate clinical status to providers, but also a way to better understand what 
variables within the therapeutic are most predictive of clinical outcomes. These data can be used 
to guide the ongoing refinement of a digital therapeutic. When datasets are of sufficient size, the 
machine learning techniques used to generate digital biomarkers can also be applied to identify 
distinct digital phenotypes, that is, unique patterns of engagement with a behavioral intervention 
that represent meaningful subpopulations who share the same diagnosis. Identifying and 
targeting treatment to previously unknown subpopulations is thought of as meaningful step 
towards more personalized medicine.[16, 41] 

Limitations, Practical and Ethical Considerations
The main limitation of the work presented here is the size of the training dataset used. It is likely 
that a larger dataset would improve the performance characteristics of biomarkers tested.[15] It is 
noteworthy, given this limitation, that one of the biomarkers (SC) had an AUC greater than 0.8. 
This suggests the utility of beginning digital biomarker development in early in the 
implementation of a digital therapeutic. 
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To lower the risk of prematurely taking patients off of medications, the digital biomarkers 
presented decreased the false positive rate (i.e., a higher specificity), which resulted in a lower 
true positive rate (i.e., a lower sensitivity). In this context, a lower sensitivity means that the 
digital biomarker will fail to identify some successful individuals and as a result they may not 
have their medications reduced as promptly as possible. This means that the current performance 
of the digital biomarker does not fully obviate the need for traditional biomarkers or in-office 
visits.

Other limitations include the omission of known predictors of treatment response (e.g., time 
since diagnosis, medication adherence or change), the reliance on a small set of explanatory 
variables and the inclusion of self-reported variables that may be subject to human error. 
Addressing these limitations may enable more accurate biomarkers.

The ethical and practical implications of applying complex, ever-changing, predictive models 
generated by machine learning are only beginning to be appreciated. To preempt potential 
misuse of digital biomarkers, we must understand the true meaning of the data these biomarkers 
present. For example, a predictive model can identify variables that are predictive of a given 
outcome. This does not mean highly predictive variables caused the outcome, nor does it mean 
that poorly predictive variables are not causative. Instead, the predictive strength of each variable 
should be treated literally as “markers.” This does not preclude the automated use of explanatory 
variables to guide the personalization of behavioral therapy. However, since the individual level 
of each variable could be influenced by unknown confounding factors, and since the degree of 
modifiability of each variable is not known, the impact of this form of behavioral therapy must 
be studied.

Finally, like any biomarker, a digital biomarker is only generalizable if the training dataset is 
truly representative of future patients. If the training dataset is biased or overly skewed, it may 
produce a biomarker that underperforms at best, and is harmful at worst. To guard against this 
bias, re-validation of a digital biomarker should be performed if the treatment population or 
digital therapeutic change substantially. And when applying these novel biomarkers, we must 
appreciate that unknown sources of bias may exist, so that we avoid over-reliance on such 
biomarkers. 

Future Work
There are three areas of work that will extend this initial phase of digital biomarker development. 
As research expands into larger clinical trials, it will enable the revalidation (often called 
external validation) and to some degree reconstruction of these biomarkers using larger training 
datasets, creating even more robust biomarkers. A larger dataset enables inclusion of other 
potentially predictive variables, such as demographics, sociomarkers, or omics data, and splitting 
of the dataset into a training and test set to minimize overfitting. External validation also gives 
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the end-users of the biomarker greater confidence that the biomarker preforms well with varied 
individuals, settings or time or year.[42–44]

Second, it will be important to conduct an impact analysis to study whether the intended effects 
(e.g., the improvement of treatment outcomes) are actualized when these biomarkers are put into 
practice and to observe whether there are any unintended consequences. Alongside empirical 
research, software usability testing must insure that the practical application of biomarkers is 
interpreted by both patients and clinicians in the intended manner.

Third, similar machine learning methods can be applied to develop digital biomarkers that 
predict present physiological status, for instance current blood pressure or fasting blood sugar. 
This will require a larger training dataset with frequent (i.e., multiple times per week) measures 
of the ground truth (i.e., resting blood pressure, fasting blood sugar). A similar validation 
strategy can be used to determine the validity of the biomarkers with and without self-monitoring 
of the ground truth. Our aim is to develop cuff-less blood pressure and stick-less blood glucose 
biomarkers that would allow for more continuous patient care at a lower burden to patients and 
the health system. Our hypothesis is that these biomarkers will significantly reduce clinical 
inertia, enhance behavioral therapy delivery, and further empower patients and providers, 
meaningfully increasing treatment outcomes at both the patient and population level. 

CONCLUSIONS
Machine learning can be used to transform data from a digital therapeutic into actionable digital 
biomarkers. In this paper, we present a successful proof of concept for a biomarker that utilizes 
28 days of patient-generated data to predict a clinically meaningful response to digitally-
delivered behavioral therapy. Many practical and ethical considerations arise in the development 
of digital biomarkers. Applying conventional clinical thinking to these novel computational 
processes provides the basis to identify and resolve these considerations. There is great potential 
to design digital biomarkers to enhance the delivery of medical care and improve treatment 
outcomes.
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FIGURE LEGENDS

Figure 1: Receiver Operator Characteristics (ROC) curves for machine learning model predicting 
systolic change (SC) and a model predicting systolic change without use of ongoing blood pressure data 
(SC-APP).

Figure 2: Shapley values illustrate how explanatory variables contribute to success meeting the response 

variable (improvement in systolic blood pressure ≥ 10 mmHg). The feature list down the y-axis is in 
order of contribution to the model (most to least). Each dot represents the value for one participant. SBP 
change and DBP change are the difference in measurements from baseline to the end of the 28-day 
training period. 

Figure 3: SHAP values for explanatory variables for 2 participants. The SHAP value plotted on the y-
axis indicates that amount the variable positively or negatively contributes to the prediction of success 
(the output value). The probability threshold (output value that assigns a prediction of success) is 0.66.
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Figure 1: Receiver Operator Characteristics (ROC) curves for machine learning model predicting systolic 
change (SC) and a model predicting systolic change without use of ongoing blood pressure data (SC-APP). 
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Figure 2: Shapley values illustrate how explanatory variables contribute to success meeting the response 
variable (improvement in systolic blood pressure ≥ 10 mmHg). The feature list down the y-axis is in order of 
contribution to the model (most to least). Each dot represents the value for one participant. SBP change and 

DBP change are the difference in measurements from baseline to the end of the 28-day training period. 
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Figure 3: SHAP values for explanatory variables for 2 participants. The SHAP value plotted on the y-axis 
indicates that amount the variable positively or negatively contributes to the prediction of success (the 

output value). The probability threshold (output value that assigns a prediction of success) is 0.66. 

934x680mm (72 x 72 DPI) 

Page 21 of 25

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For peer review only

Reporting checklist for prediction model development 
and validation study.
Based on the TRIPOD guidelines.

Instructions to authors
Complete this checklist by entering the page numbers from your manuscript where readers will find each of the 
items listed below.

Your article may not currently address all the items on the checklist. Please modify your text to include the 
missing information. If you are certain that an item does not apply, please write "n/a" and provide a short 
explanation.

Upload your completed checklist as an extra file when you submit to a journal.

In your methods section, say that you used the TRIPOD reporting guidelines, and cite them as:

Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a multivariable prediction model for 
individual prognosis or diagnosis (TRIPOD): The TRIPOD statement.

Reporting Item
Page 

Number

#1 Identify the study as developing and / or validating a multivariable 
prediction model, the target population, and the outcome to be 
predicted.

2

#2 Provide a summary of objectives, study design, setting, participants, 
sample size, predictors, outcome, statistical analysis, results, and 
conclusions.

2

#3a Explain the medical context (including whether diagnostic or 
prognostic) and rationale for developing or validating the 
multivariable prediction model, including references to existing 
models.

3-4

#3b Specify the objectives, including whether the study describes the 
development or validation of the model or both.

4

Source of data #4a Describe the study design or source of data (e.g., randomized trial, 
cohort, or registry data), separately for the development and 
validation data sets, if applicable.

4-5
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#4b Specify the key study dates, including start of accrual; end of accrual; 
and, if applicable, end of follow-up.

n/a

Participants #5a Specify key elements of the study setting (e.g., primary care, 
secondary care, general population) including number and location of 
centres.

4

#5b Describe eligibility criteria for participants. 5

#5c Give details of treatments received, if relevant 4

Outcome #6a Clearly define the outcome that is predicted by the prediction model, 
including how and when assessed.

5-6

#6b Report any actions to blind assessment of the outcome to be 
predicted.

n/a

Predictors #7a Clearly define all predictors used in developing or validating the 
multivariable prediction model, including how and when they were 
measured

5-7

#7b Report any actions to blind assessment of predictors for the outcome 
and other predictors.

n/a

Sample size #8 Explain how the study size was arrived at. 5

Missing data #9 Describe how missing data were handled (e.g., complete-case 
analysis, single imputation, multiple imputation) with details of any 
imputation method.

n/a

Statistical analysis 
methods

#10a If you are developing a prediction model describe how predictors 
were handled in the analyses.

5-7

#10b If you are developing a prediction model, specify type of model, all 
model-building procedures (including any predictor selection), and 
method for internal validation.

6-8

#10c If you are validating a prediction model, describe how the predictions 
were calculated.

7-8

#10d Specify all measures used to assess model performance and, if 
relevant, to compare multiple models.

7-8

#10e If you are validating a prediction model, describe any model updating 
(e.g., recalibration) arising from the validation, if done

7-8
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Risk groups #11 Provide details on how risk groups were created, if done. n/a

Development vs. 
validation

#12 For validation, identify any differences from the development data in 
setting, eligibility criteria, outcome, and predictors.

8

Participants #13a Describe the flow of participants through the study, including the 
number of participants with and without the outcome and, if 
applicable, a summary of the follow-up time. A diagram may be 
helpful.

9

#13b Describe the characteristics of the participants (basic demographics, 
clinical features, available predictors), including the number of 
participants with missing data for predictors and outcome.

9-10

#13c For validation, show a comparison with the development data of the 
distribution of important variables (demographics, predictors and 
outcome).

9-10

Model 
development

#14a If developing a model, specify the number of participants and 
outcome events in each analysis.

9-10

#14b If developing a model, report the unadjusted association, if calculated 
between each candidate predictor and outcome.

10-11

Model 
specification

#15a If developing a model, present the full prediction model to allow 
predictions for individuals (i.e., all regression coefficients, and model 
intercept or baseline survival at a given time point).

10-11

#15b If developing a prediction model, explain how to the use it. 10-11

Model 
performance

#16 Report performance measures (with CIs) for the prediction model. 10-11

Model-updating #17 If validating a model, report the results from any model updating, if 
done (i.e., model specification, model performance).

n/a

Limitations #18 Discuss any limitations of the study (such as nonrepresentative 
sample, few events per predictor, missing data).

12-13

Interpretation #19a For validation, discuss the results with reference to performance in 
the development data, and any other validation data

11-12

#19b Give an overall interpretation of the results, considering objectives, 
limitations, results from similar studies, and other relevant evidence.

14
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Implications #20 Discuss the potential clinical use of the model and implications for 
future research

13-14

Supplementary 
information

#21 Provide information about the availability of supplementary 
resources, such as study protocol, Web calculator, and data sets.

14-15

Funding #22 Give the source of funding and the role of the funders for the present 
study.

14

The TRIPOD checklist is distributed under the terms of the Creative Commons Attribution License CC-BY. 
This checklist was completed on 27. March 2019 using https://www.goodreports.org/, a tool made by the 
EQUATOR Network in collaboration with Penelope.ai

Page 25 of 25

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

https://www.goodreports.org/
https://www.equator-network.org
https://www.penelope.ai

	BMJ OPEN_ Previous Version Cover sheet
	030710
	030710.R1

