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There could be the efficiency loss due to the first stage estimation of the contrast function

f ∗(x). We used Scenario 3 as an example to illustrate this effect in practice, where the true

treatment effect was nonlinear. We present the results on MiLD-V based methods in Figure 1,

i.e., the true weights W (X) = |f ∗(x)| = |E{T |A = d∗(x), X = x}−E{T |A 6= d∗(x), X = x}|.

In MiLD-V (est), the true decision rule was estimated as a first step (MiLD-V (est) ) with

f̂(X) used as the weights. In MiLD-V (truth), the true weights |f ∗(x)| were utilized. MiLD-

V (truth) yields a better result across all sample sizes, and the variance of MiLD-V (est) is

in general larger than the MiLD-V (truth) method. As sample size increases, the difference

between two methods decreases, which is expected given that the estimated weights would

be improved over increasing sample sizes. We have added this discussion in supplementary

material.
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Figure 1: Misallocation rates in Scenarios 3 and 3’ using trial data with sample sizes varying
from 250 to 2000. The misallocation rate is evaluated by using 500 Monte Carlo repetitions.
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