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A. Supplementary Statistical Methods 

A.1 Marginal Distributions of Compound Flood Driver 
Based on prior literature1–3, the marginal distributions of AMWL and peak discharge are modeled using a 
suite of four distributions: three–parameter Generalized Extreme Value (GEV), two–parameter Gamma, 
two–parameter Lognormal and the non-parametric Kernel density estimator with kernel type – Normal 
kernel function. While we estimate parameters of the parametric distributions via the maximum likelihood 
estimator, the optimal bandwidth (hopt) of the kernel function is chosen using the equation, 

( )0.24 3opth n σ=  where σ  is the standard deviation and n is the length of the time series. We check the 

performance of the marginal distribution fits using the distance-based Akaike Information Criterion 
corrected for small sample size (AICc)4 between theoretical and rank-based empirical distributions5. Since 
we are interested in modelling extremes, following previous studies5,6, we estimate empirical distribution 
using rank-based Gringorten’s plotting position formula.  

 

A.2 Upper Tail Dependence Test for the Best Selected Copula Family 

Once we find the best copula family using the GoF test, we check the performance of the selected copula 
family in simulating upper tail dependence coefficients (UTDC). For comparing the performance of 
selected copula families in simulating UTDC statistics, we calculate ˆCFG

Uλ  using simulated random 

samples of size n (i.e., same as the size of the observed sample) from the copula. The computation is 
repeated over I = 500 bootstrap runs and the corresponding mean ( )Sim

Uµ λ  and standard deviation  
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( )Sim
Uσ λ  values are calculated for each of the UTDC estimate. Finally, we compare the empirical versus 

copula-based UTDC estimates using MESE statistics.  
 

For this, we generate random samples of size n (where n is the size of the observed sample) from the 
selected copula family for I = 500 bootstrap runs. MESE quantifies the sample bias normalized by the 
sample standard error. The sample bias7 is computed as the absolute difference between the sample mean 

( )ˆˆ nµ λ  from the copula and the empirical estimate of λ , whereas the sample standard error is the sample 

standard deviation ( )ˆˆ nσ λ . The sample mean ( )ˆˆ nµ λ  and sample standard deviation ( )ˆˆ nσ λ  are the 

estimates of ,n iλ , where i = 1, …, 500 depending on the sample size n.  
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Figure S1. Dependence between AMWL and peak discharge for tidally influenced (left column) and selected non-tidally influenced 
(right column) SGs. The dependence metrics Kendall’s τ indicates complete dependence while CFGλ and LOGλ  denote empirical 

upper tail dependence. The geodesic distance (in km) from the coast for each TG-SG pair is listed in brackets.    
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Figure S2. Spatial distributions of TGs and SG locations. (a) The location of TGs along the European coast is shown using circles with 

grey colour. (b) The circles indicate locations of SGs with shades in the circle indicate the size of the catchment; darker hues show 

the larger catchments, whereas the lighter shades indicate the smaller catchments. The locations of tidally influenced SGs are marked 

with a ‘plus’ sign.  
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Figure S3. Pairing of TG and SG for a representative region in northwestern Europe. The spatial connectivity is based on the strength 

of dependence. We consider only those pairs in which the maximum of the two UTDC estimates is positive. The darker and thicker lines 

represent stronger links, whereas thinner and lighter lines show weaker links between the pairs.  
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Figure S4. Spatial distribution of watershed response time (in days) as a function of catchment area. 
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Figure S5. Dependence patterns of extreme CWL versus d-day lagged river discharge within ±7 days of occurrence of the extreme event. 

The dependence value with selected time lags is shown in black using bold italic fonts, where the lag-time is calculated assuming a nonlinear 

relationship between response time and catchment area.  
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Figure S6. Marginal distribution fit of compound events. Marginal distribution fit of AMWL in the selected tide gauge (TG) – stream 
gauge (SG) pairs; corresponding SG name is shown in brackets.  
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Figure S7. Marginal distribution fit of compound events. Marginal distribution fit of peak discharge in selected TG-SG pairs; 
corresponding TG name is shown in brackets.  
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Figure S8. Simulation of compound events. Scatter plots of AMWL and lagged daily peak discharge for selected TG-SG pairs during 1970 – 2014 (in 

shades ranging from white to red). Simulated samples (n = 1000, where n denotes the number of randomly permuted samples) from the copula family 
are shown using gray circles. The subplot title gives the country name followed by the stream and tide gauge in the following order: (a) United Kingdom 
(UK): Ouse – Immingham (b) France (FR): Oise – Dunkirk (c) Netherlands (NL): Rhine – Hoek van Holland  (d) Germany (DE): Elbe – Cuxhaven (e) 
Sweden (SE): Göta älv - Gothenburg (f) Norway (NO): Austena – Oslo. The subscripts ‘obs’, ‘sim’, denote Kendall’s τ correlation of observed data and 
simulated samples from the copula, respectively. The discrepancy between Simτ versus  Obsτ value in Hoek van Holland - Rhine, is attributed to the 
stronger UTDC exhibited by the compound event pair, which was satisfactorily modelled by Gumbel-Hougaard copula family as evidenced from small 
MESE statistics of CFG estimate (Table S6). 
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Figure S9. Goodness of fit tests for the selected copula families. (a) Locations of SGs; colour represents results of goodness of fit as 
measured by the p-value of the parametric bootstrap method, marker denotes the selected copula family. (b) Mean Error to Standard 
Error (MESE) ratio of UTDC for the best-selected copula family for the tidally influenced and non-tidally influenced SGs. The 
horizontal line (in black) in the box plot indicates the median, whereas the vertical span of the boxes indicates the inter-quartile range. 
The upper and lower whisker extends to the maximum and minimum value.   
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Table S1. Standardized anomaly* values of AMWL of affected TGs during storm Capella 

Country Sites Latitude Longitude AMWL (m) Mean, 
X  (m) 

Standard 
deviation, SD 

X - SD X + SD Standardized 
anomaly, Z 

Germany Cuxhaven 53.87 8.72 10.09 8.65 0.54 8.10 9.19 2.66 

Denmark Esbjerg 55.47 8.43 3.27 2.67 0.46 2.21 3.13 1.30 

France Dunkirk 51.05 2.37 6.98 6.75 0.23 6.52 6.99 0.97 

The 
Netherlands 

Delfzijl 53.33 6.93 4.32 3.36 0.54 2.82 3.90 1.79 

 Denhelder 52.96 4.75 2.95 2.17 0.31 1.86 2.47 2.55 

 Hoek van Holland 51.98 4.12 2.9 2.41 0.26 2.15 2.67 1.86 

United 
Kingdom 

Dover 51.12 1.32 7.8 7.45 0.24 7.20 7.69 1.46 

 Heysham 54.03 -2.92 10.69 10.64 0.34 10.30 10.98 0.13 

 Immingham 53.63 -0.19 8.47 8.04 0.27 7.76 8.31 1.58 

 Lowestoft 52.47 1.75 4.18 3.58 0.33 3.25 3.91 1.81 
*Standardized anomaly is calculated as the deviation of respective AMWL from its long-term (1970-2014) mean, divided by the climatological standard 
deviation (SD). The standardized anomaly values of AMWL that exceed 1 SD are marked in bold. 
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Table S2. Standardized anomaly values of AMWL of affected TGs during storm Xynthia 

Country Sites Latitude Longitude AMWL (m) X (m) SD X - SD X + SD Z 

France Cherbourg 49.65 -1.63 7.09 7.02 0.12 6.90 7.14 0.59 

 Dunkirk 51.05 2.37 6.90 6.75 0.23 6.52 6.99 0.66 

 Le Conquet 48.36 -4.78 7.70 7.54 0.17 7.37 7.71 0.93 

 Le Havre 49.48 0.106 8.81 8.61 0.19 8.42 8.80 1.07 

 Port Tudy 47.64 -3.45 6.04 5.80 0.15 5.66 5.95 1.63 

 Roscoff 48.72 -3.96 9.74 9.68 0.17 9.51 9.86 0.36 

 Saint Gildas 47.14 -2.25 7.0 6.32 0.17 6.14 6.49 3.95 

 La Rochelle 46.16 -1.22 8.0 6.78 0.30 6.49 7.09 4.01 

United Kingdom Heysham 54.03 -2.92 10.49 10.64 0.34 10.30 10.98 -0.43 

 

 

 

 

 

 

 

 

 



14 
 

 

Table S3. Standardized anomaly values of AMWL of affected TGs during storm Xaver 

Country Sites Latitude Longitude AMWL (m) X (m) SD X - SD X + SD Z 

Germany Cuxhaven 53.87 8.72 9.64 8.46 0.54 8.10 9.19 1.83 

The Netherlands Delfzijl 53.33 6.93 4.52 3.36 0.54 2.82 3.90 2.17 

 Denhelder 52.96 4.75 2.48 2.17 0.31 1.86 2.48 1.03 

 Hoek van Holland 51.98 4.12 2.85 2.41 0.26 2.15 2.68 1.69 

Norway Heimsjoe 63.42 9.10 3.52 3.66 0.17 3.50 3.83 -0.86 

 Tregde 58.00 7.55 1.78 1.81 0.14 1.67 1.95 -0.17 

Sweden Gothenburg 57.68 11.79 1.18 1.02 0.20 0.82 1.22 0.81 

 Ringhals 57.25 12.11 1.27 0.96 0.22 0.74 1.18 1.41 

 Stenungsund 58.09 11.83 1.11 1.1 0.20 0.90 1.30 0.07 

United Kingdom Aberdeen 57.14 -2.07 5.14 4.94 0.13 4.81 5.08 1.52 

 Dover 51.12 1.32 8.35 7.45 0.24 7.21 7.69 3.75 

 Heysham 54.03 -2.92 10.96 10.64 0.34 10.30 10.98 0.92 

 Immingham 53.63 -0.19 9.06 8.04 0.27 7.76 8.31 3.75 

 Lowestoft 52.47 1.75 4.74 3.58 0.33 3.25 3.91 3.49 

 North shields 55.00 -1.44 6.52 5.76 0.20 5.56 5.96 3.81 

 Wick 58.44 -3.09 4.12 4.15 0.12 4.03 4.26 -0.16 
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Table S4. Marginal distribution fits of AMWL and corresponding peak discharge (Qpeak) for selected TG-SG pairs 

Country TG Site TG Location SG* Site RG Location AICc Statistics of AMWL AICc Statistics of QPeak  

Latitude Longitude Latitude Longitude GEV Kernel Gamma Log 
normal 

GEV Kernel Gamma Log 
normal 

United 
Kingdom 

Immingham 53.63 -0.18 6605570 
(Ouse) 

53.99 -1.13 -315.4 -343.8 -274.03 -274.7 -271.4 -287.9 -286.1 -267.2 

France Dunkirk 51.05 2.37 6122141 
(Oise) 

49.55 2.99 -259.8 -276.7 -270.73 -268.7 -244.9 -270.4 -259.1 -240.5 

The 
Netherlands 

Hoek van 
Holland 

51.97 4.12 6435060 
(Rhine) 

51.84 6.11 -293.1 -307.3 -280.4 -285.9 -294.5 -304.0 -277.3 -300.5 

Germany Cuxhaven 53.87 8.72 6340110 
(Elbe) 

53.23 10.89 -255.8 -296.0 -228.7 -231.0 -301.6 -320.4 -278.8 -304.8 

Sweden Gothenburg 57.68 11.79 6229500 
(Göta älv) 

58.35 12.37 -319.4 -322.5 -314.9 -325.8 -330.4 -302.1 -222.8 -213.0 

Norway Oslo 59.91 10.73 6731280 
(Austena) 

58.85 8.1 -307.9 -325.3 -324.5 -316.3 -309.9 -335.0 -314.9 -290.7 

*TG and SG denote tide gauge and stream gauge information. In the fifth column, the numerals indicate GRDC station number, followed by the name of 
the river in brackets. AICc indicates Akaike Information Criterion corrected for small sample size.  
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Table S5. Goodness of fit statistics for the best performing copula families for selected TG-SG pairs  

Country TG Site 
TG Location 

SG* Site 
RG Location 

Selected 
Copula 
family 

Copula 
dependence 
parameter*  

GoF test statistics 

Latitude Longitude Latitude Longitude ( )/ rθ  ϑ  e
nS  *k

nS  valp  

United 
Kingdom 

Immingham 53.63 -0.18 6605570 
(Ouse) 

53.99 -1.13 Student’s t r = 
0.194 

5 0.023 0.045 0.81 

France Dunkirk 51.05 2.37 6122141 
(Oise) 

49.55 2.99 Frank θ  = 
1.17 

- 0.028 0.046 0.51 

The 
Netherlands 

Hoek van 
Holland 

51.97 4.12 6435060 

(Rhine) 

51.84 6.11 Gumbel-
Hougaard 

θ  = 
1.10 

- 0.027 0.055 0.54 

Germany Cuxhaven 53.87 8.72 6340110 
(Elbe) 

53.23 10.89 Student’s t r = 
0.05 

5 0.029 0.044 0.42 

Sweden Gothenburg 57.68 11.79 6229500 
(Göta älv) 

58.35 12.37 Gumbel-
Hougaard 

θ  = 
1.22 

- 0.027 0.047 0.43 

Norway Oslo 59.91 10.73 6731280 
(Austena) 

58.85 8.1 Gumbel-
Hougaard 

θ  = 
1.27 

- 0.034 0.045 0.20 

*Dependence parameter for Archimedean class of copula is θ  whereas parameters for elliptical class of copula are r  and ϑ  
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Table S6. Observed vs best performing copula families (from Table S5) in simulating Upper tail dependence coefficients (UTDC) of compound events  

Country TG Site 
TG Location 

SG Site 
SG Location 

UTDC MESE statistics 

Latitude Longitude Latitude Longitude Obs
CFGλ  ( )**Sim

CFGµ λ  
Obs
LOGλ  ( )Sim

LOGµ λ  CFGε  LOGε  

United 
Kingdom 

Immingham 53.63 -0.18 6605570 
(Ouse) 

53.99 -1.13 0.174 
(0.048) 

0.237 0.276 
(0.0235) 

0.264 0.576 0.088 

France Dunkirk 51.05 2.37 6122141 
(Oise) 

49.55 2.99 0.19 
(0.0314) 

0.30 0.22 
(0.0895) 

0.27 0.35 0.24 

The 
Netherlands 

Hoek van 

Holland 

51.97 4.12 6435060 
(Rhine) 

51.84 6.11 0.148 
(0.150) 

0.211 0.346 
(0.0424) 

0.27 0.55 0.48 

Germany Cuxhaven 53.87 8.72 6340110 
(Elbe) 

53.23 10.89 0.097 
(0.165) 

0.156 0.296 
(0.074) 

0.21 0.53 0.56 

Sweden Gothenburg 57.68 11.79 6229500 
(Göta älv) 

58.35 12.37 0.29 
(0.0058) 

0.30 0.49 
(0.0008) 

0.36 0.07 0.85 

Norway Oslo 59.91 10.73 6731280 
(Austena) 

58.85 8.1 0.31 
(0.0187) 

0.32 0.14 
(0.0487) 

0.37 0.14 1.57 

Note: Obs
CFGλ  and Obs

LOGλ  denote empirical UTDC estimates using CFG and LOG estimators; MESE indicates mean error to standard error statistics (See 

Methods). The p-values of observed UTDCs are enclosed within brackets and obtained from N = 10,000 bootstrap simulations. ( )**µ • denotes mean 
UTDC statistics obtain from N = 500 simulated samples from the selected parametric family of copula. 

.
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