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1. Molecular Dynamics (MD) Simulation Protocols

1.1. Born-Oppenheimer MD (BOMD) 

We performed BOMD simulations using the QUICKSTEP1 method implemented in the 

CP2K code.2 We used the PBE,3 BLYP,4,5 revPBE3,6 generalized gradient approximation 

(GGA) exchange-correlation (XC) functionals, M06-L7 and B97M-rV8 meta-GGA XC 

functionals, and B3LYP,5,9–11 revPBE0,3,6,12 and HSE0613,14 hybrid-GGA XC functionals 

with the auxiliary density matrix method (ADMM).15 M06-L, revPBE0, HSE06, B3LYP 

functionals are also combined with empirical van der Waals (vdW) correction scheme 

using Grimme’s D3(0)16 correction. Furthermore, we examined the effect of ADMM on 

the structure and dynamics of interfacial water at the revPBE0-D3(0) hybrid-GGA level 

of theory.

 We have used the mixed Gaussian and plane wave approach as implemented in 

the CP2K code.2 The TZV2P basis set which is constructed using triple-  valance 𝜁

Gaussian basis with two sets of polarization functions was used for all BOMD simulations. 

For BOMD simulation with the hybrid-GGA functionals, we have utilized the ADMM 

method,15 which requires an auxiliary basis (in addition to the primary TZV2P basis) to 

approximate the Hartree-Fock exchange energy. We used the FIT3 basis set, which uses 

three gaussian exponents for each valance orbital. To examine the effect of ADMM, we 

ran the simulation at the revPBE0-D3(0) hybrid-GGA level of theory without the ADMM, 

in addition to the revPBE0-D3(0) BOMD simulation with the ADMM. We set the plane 

wave density cutoff of 320 Ry for all the BOMD simulations, except the M06-L-D3(0) 

calculation; For the M06-L-D3(0), we used a cutoff of 1200 Ry, as M06-L functional 

requires a finer integration grid.17 Norm-conserving Goedecker-Teter-Hutter 

pseudopotentials18,19 were used to describe the core electrons. We used the grid 
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interpolation scheme for electron density1 using the keyword options 

XC_SMOOTH_RHO NN50 and XC_DERIV SPLINE2_SMOOTH. D2O was used 

instead of H2O, and the time step was set to 0.5 fs. All simulations were performed at 300 

K in NVT ensemble with the thermostat of the canonical sampling through velocity 

rescaling method.20 We used 160 D2O molecules in simulation cell (𝐿𝑥,𝐿𝑦,𝐿𝑧) = (16

, where the water-air interface is parallel to xy plane and the .63 Å,16.63 Å,44.10 Å)

surface normal forms the z-axis. The cutoff radius of the vdW interactions was set to 10 

Å. We ran 10 independent simulations from previously generated configurations from the 

simulation at the revPBE-D3(0) level of theory.21 16 ps MD trajectory was generated after 

5 ps equilibration run. Configurations were captured at every 10-step and were used for 

analysis. The length of the trajectories were total ≥ 500 ps for BLYP, BLYP-D2, BLYP-

D3(0), BLYP-D3(BJ), PBE, PBE-D2, PBE-D3(0), PBE-D3(BJ), revPBE-D3(0) and 

revPBE-D3(BJ) GGA functionals, ≥ 150 ps for PBE-D3m(BJ), PBE-DRSLL, PBE-

rVV10, optB88-DRSLL, revPBE-D2, revPBE-DRSLL, revPBE-rvv10 GGA functionals, 

M06-L-D3(0), B97M-rV meta-GGA functionals, B3LYP-D3(0), HSE06-D3(0), 

revPBE0-D3(0) hybrid-GGA functionals, and 160 ps for revPBE-D3(0) hybrid-

functionals without ADMM. For the SCAN meta-GGA functional, we obtained 56 ps 

trajectory. 

1.1.1. revPBE0 Hybrid Functional

The exchange correlation energy for the revPBE0 functional can be defined as:

𝐸revPBE
XC = 𝑎0𝐸Exact

X + (1 ― 𝑎0)𝐸revPBE
X + 𝐸PBE

C ,
(S1)

where  and  are the revPBE exchange and PBE correlation energies 𝐸revPBE
X 𝐸PBE

C
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respectively. The contribution of the exact exchange  was set to 0.25.12𝑎0

1.1.2. HSE06 Hybrid Functional

The HSE06 functional is a range separated functional replaces the long-range exact 

exchange interaction with PBE exchange functional. The total exchange correlation 

energy can be written as:

𝐸HSE06
XC = 𝑎0𝐸Exact,SR

X (𝜇) + (1 ― 𝑎0)𝐸PBE,SR
X (μ) + 𝐸PBE,LR

X (𝜇) + 𝐸PBE
C ,

(S2)

The exchange energy is separated into long-range and short-range components, labeled 

LR and SR respectively. The correlation energy is provided by the PBE correlation 

functionals. While parameter  controls the exact exchange contribution to the exchange 𝑎0

energy, parameter  defines the range-separation. We used = 0.25 and  = 0.11.13,14 𝜇 𝑎0 𝜇

1.2. Car-Parrinello MD (CPMD)

Due to a problem in the wave function optimization with the SCAN functional in low 

electron density region such as the water-air interface with CP2K code,22 one cannot 

perform the BOMD, as BOMD requires the wave function optimization for each step, 

which in contrast, is not required by CPMD due to its use of the fictious mass.23 Note that 

the BOMD simulation with SCAN functional can be conducted for the bulk water with 

the CP2K code.24 As such, we performed Car-Parrinello-type MD simulations23 for the 

SCAN meta-GGA functional with the Quantum Espresso code.25,26 We used 128 D2O 

molecules in simulation cell ( . We used the 𝐿𝑥,𝐿𝑦,𝐿𝑧) = (12.44 Å,12.44 Å,50.00 Å)

Hamann-Schlüter-Chiang-Vanderbilt pseudopotentials27,28 generated for PBE with plane 

wave cutoff of 85 Ry and a time step of 2 au (0.0484 fs). The simulation was performed 

at 300 K in NVT ensemble with the Nose-Hoover chain thermostat.29,30 The fictitious mass 
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of electrons was set at 100 au.31,32 The 56 ps FPMD trajectory was generated after 5 ps 

equilibration run. Note that the very similar results of the BOMD with CP2K and CPMD 

with Quantum Espresso were reported in Ref. 33.

1.3. POLI2VS Force Field MD

We performed the force field MD simulation with the POLI2VS model.34 We prepared 

the two setups; for one setup 160 D2O molecules were inserted in the simulation cell (𝐿𝑥,

, and for the other 128 D2O molecules were inserted 𝐿𝑦,𝐿𝑧) = (16.63 Å,16.63 Å,44.10 Å)

in simulation cell . These setups correspond to (𝐿𝑥,𝐿𝑦,𝐿𝑧) = (12.44 Å,12.44 Å,50.00 Å)

the simulations of BOMD and CPMD. Both simulations used a 0.4 fs time step and the 

temperature was set to 300 K by using the Nosé–Hoover chain thermostat29,30 in the NVT 

ensemble. The charge-charge, charge-dipole and dipole-dipole interactions were 

evaluated using Ewald summation, whereas quadrapole interactions were curtailed at 6 Å 

for 128 D2O system and 8.3 Å for 160-D2O system, respectively. We first ran 1 ns MD 

simulation for equilibration and then we obtained 3 ns for production run which was used 

for analysis. Trajectory was recorded every 20 steps for 128 D2O system and 1000 steps 

for 160 D2O system, respectively. Table S1 shows the comparison of bulk and interfacial 

water parameters for the simulations. 

 

2. Target Quantities

2.1.  Density Profile of Interfacial Water

The bulk water density (at zero pressure), the z-coordinate of the Gibbs dividing surface 𝜌0 

, and the interfacial thickness parameter  can be calculated by fitting the density profile 𝑧𝐺 𝛿

in the water slab system with the hyperbolic tangent function  along the surface 𝜌(𝑧)
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normal (z-axis):

𝜌(𝑧) =
𝜌0

2 (1 ― tanh( ―
|𝑧| ― 𝑧𝐺

𝛿 )), (S3)

For this calculation, the center of mass of the water slab was set at the origin of the -axis 𝑧

and the deuterium atoms in D2O were replaced by hydrogen atoms. It has been confirmed 

from the MD simulation with the POLI2VS force field model that  calculated in the 𝜌0

slab model (0.989±0.001 g/cm3) is very close to that calculated in the NPT ensemble 

(0.993±0.001 g/cm3).34 

2.2. Radial Distribution Function (RDF)

We calculated the oxygen-oxygen radial distribution function (RDF), , for the 𝑔OO(𝑟)

selected water molecules whose oxygen atoms were in the region  1.35 Å (bulk |𝑧| ≤

region) of the slab model. The RDF was calculated based on the computed  obtained 𝜌0

via Eq. S3. The resolution of the RDF, , was set to 0.1 Å. The results are shown in Δ𝑟

Figure S1.
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Figure S1: Oxygen-oxygen RDF of water simulated in the DFT-MD simulation with (a) 

meta-GGA and hybrid-GGA XC functionals, and (b) revPBE0-D3(0) functional with and 

without ADMM. The shaded area represent the experimental data from X-ray diffraction 

measurements.35

2.3. Fraction of Interfacial Water Molecules with Free O-D Group and Angle 

of Free O-D Group

A “free” O-D group of the D2O molecule at the interface is defined as follows; the 

distance between its oxygen atom and an oxygen atom of any other water molecule (O⋯

O distance) is larger than 3.5 Å and the D-O O angle is greater than 50°.36 Otherwise, ⋯

an O-D group is defined as being hydrogen-bonded. The fraction of the D2O molecule 

having free O-D groups is calculated as the sum of the DA and DAA fractions in the 

interfacial region of the slab system as follows:37 

𝑧𝐺 ― 3.11 Å ≤ |𝑧| ≤ 𝑧𝐺 + 3.11 Å. (S4)

The fraction of the free O-D group estimated from the POLI2VS force field model is 

28%, which is in good agreement with sum-frequency generation (SFG) spectroscopy 

measurements of 20-25%.37,38 Thus, we can use 28 % as the reference value. It is also 

possible to calculate the averaged angle , formed by the free O-D groups and the 〈𝜃〉

surface normal.  can be estimated using polarization-dependent SFG spectroscopy.39–〈𝜃〉

45

2.4. Lifetime of Free O-D Group

We calculated the lifetime of the free O-D group using the time correlation function
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𝐶(𝑡) =
〈∏𝑡

0ℎ(𝑡′)〉
〈ℎ(0)〉  , (S5)

 where is defined as 1 when an O-D group is free at time , otherwise 0. Within the ℎ(𝑡) 𝑡

time region 0-5 ps,  can be fitted with a double exponential form46 𝐶(𝑡)

𝐶(𝑡) = 𝑎𝑒
― ( 𝑡

𝜏𝑓)
+ 𝑏𝑒

― ( 𝑡
𝜏𝑠)

+ 𝑐, (S6)

where ,  and  are the fitting coefficients.  and  are the fast and slow components 𝑎 𝑏 𝑐 𝜏𝑓 𝜏𝑠

of the time constants, respectively.  is governed by the librational motion of water, 𝜏𝑓

while  is governed by the motion that the free O-D group rotates and forms a hydrogen 𝜏𝑠

bond with another water molecule at the water-air interface. These time constants can be 

probed using time resolved SFG spectroscopy,47–49 although the lifetime of the free O-H 

group has been obtained so far.49 Since the POLI2VS simulation of H2O agrees with the 

experimental data for H2O,36 we used the POLI2VS data of D2O as the reference value. 

The time correlation functions are shown in Figure S2.

Figure S2: Time correlation functions of the free O-D group of the interfacial water 

molecules.
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3. Complete Dataset for MD Simulations

In Table S1, we show all data obtained from DFT-MD simulations, including data from 

our previous papers.21,50 The data used for reference are marked in shadow.
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4. Ranking Procedure

We ranked the performance of various GGA, meta-GGA, and hybrid-GGA XC 

functionals by using the following equation:

𝜅𝑗
𝑖 =

|𝜒𝑗
𝑖 ― 𝜒Ref

𝑖 |
𝜎𝑖

 , (S7)

where  is the score of the DFT method  for the calculated property =[ , interfacial free 𝜅𝑗
𝑖 𝑗 𝑖 𝜌

O-D fraction, , ,  ].  denotes the value of the quantity  computed with the 〈𝜃〉 𝜏𝑠  𝑔OO(𝑟) 𝜒𝑗
𝑖 𝑖

method ,   is the reference value of the quantity  and  is the standard deviation of 𝑗 𝜒Ref
𝑖 𝑖 𝜎𝑖

quantity  for all DFT XC-functionals in Table 1. The ranking for   for the method 𝑖 𝑔OO(𝑟)

 was calculated using the average error score for individual components of , i.e., 𝑗 𝑔OO(𝑟)

the set [ , , , ]. Since  and  could not be defined for B97M-rV and ℎmax 𝑟max  ℎmin 𝑟min ℎmin 𝑟min

M06-L-D3(0) meta-GGA functionals, the error score for the RDF data were evaluated by 

taking the average score of  and  for these functionals. Using the above ℎmax 𝑟max

expression, a smaller value  implies better performance by method  for quantity . For 𝜅𝑗
𝑖 𝑗 𝑖

all values for BOMD simulations except density (  = 1.00 g/cm3) and  data from 𝜒Ref
𝜌 𝑔OO(𝑟)

X-ray diffraction measurements,35 the 160 D2O POLI2VS MD simulations results have 

been taken as the reference values. For SCAN functional, reference values were set to 128 

D2O POLI2VS simulation results, with   = 1.00 g/cm3 and experimentally measured 𝜒Ref
𝜌

.35 The resultant ranking is listed in Table S2.𝑔OO(𝑟)
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5. Effect of ADMM 

ADMM15 reduces the computational cost for the calculation of the exact-exchange term 

by introducing the auxiliary density calculated using an auxiliary basis set. Table S1 

shows that the ADMM does not affect the free O-D fraction and angle, while the density 

of water is ~7% higher without ADMM than with ADMM. This is consistent with Ref. 

51. For the interfacial water, one can see the difference in the fraction of the water 

molecules with free O-D groups. This indicates that the ADMM affects the water 

structure in a non-negligible manner. Thus, accurate implementation of ADMM at a 

computationally reasonable cost is highly required.

6. Relative Computational Cost

The relative computational cost for the DFT XC functionals in provided in Table S3. We 

chose to compare the time needed for 0.5 fs for different XC functionals. The average 

error for time is 0.78 s. All the BOMD values have been evaluated using a single Intel 

Xeon E5-2630-v4 node. Relative computational cost for SCAN with Quantum Espresso 

code was estimated through the comparison with the cost for revPBE0-D3(0) without 

ADMM with CP2K code using the 16 Intel Xeon Gold 6126 nodes.
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Table S3. Relative computational cost for the DFT XC functionals. DFT methods written 

in red, blue, and green are at the GGA, meta-GGA, and hybrid-GGA DFT levels of theory, 

respectively. The average error for time is 0.78 s. 

Method Time(s) Cost Method Time(s) Cost

revPBE 30 0.76 optB88-DRSLL 118 2.99

revPBE-D2 36 0.91 BLYP 29 0.73

revPBE-D3(0) 40 1.00 BLYP-D2 33 0.84

revPBE-

D3(BJ)

47 1.19
BLYP-D3(0)

42 1.05

revPBE-

DRSLL

116 2.91
BLYP-D3(BJ)

47 1.19

revPBE-rVV10 118 2.98 M06-L-D3(0) 174 4.39

PBE 33 0.83 SCAN (8759) (221)

PBE-D2 35 0.88 B97M-rV 149 3.77

PBE-D3(0) 42 1.07 HSE06-D3(0) 149 3.76

PBE-D3(BJ) 49 1.24 B3LYP-D3(0) 151 3.82

PBE-D3(mBJ) 42 1.06 revPBE0-D3(0) 155 3.90

PBE-DRSLL
119 3.00 revPBE0-D3(0) 

no ADMM

561 14.1

PBE-rVV10 118 2.97

7. Simulation Protocols of SFG Spectra

To simulate sum-frequency generation spectra from density functional theory-based 

molecular dynamics (DFT-MD) trajectories, we used the surface-specific velocity-

velocity correlation function (ssVVCF) algorithm,52 where the resonant part of the SFG 

response function,  can be written as:𝜒(2),𝑅
𝑥𝑥𝑧 (𝜔)

𝜒(2),𝑅
𝑥𝑥𝑧 (𝜔) =

𝑄(𝜔)𝜇′(𝜔)𝛼′(ω)
𝑖𝜔2 𝜒𝑠𝑠𝑉𝑉𝐴𝐹

𝑥𝑥𝑧 (𝜔), (S8)
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𝜒𝑠𝑠𝑉𝑉𝐶𝐹
𝑥𝑥𝑧 (𝜔) = ∫∞

0 𝑑𝑡𝑒 ―𝑖𝜔𝑡〈∑
𝑖,𝑗gds(zi(0))rODz,i(0)

rODj (t) ∙ rODj (t)
|rODj (t)| 〉, (S9)

where  is the z-coordinate of the ith oxygen atom at time t, and  is the function 𝑧𝑖(𝑡) 𝑔𝑑𝑠(𝑧𝑖)

for the dividing surface to selectively extract the vibrational responses of D2O molecules 

near the interface given by:

𝑔𝑑𝑠(𝑧𝑖) = { ―1    for      𝑧𝑖 < ―2 Å    
0     for   ― 2 Å ≤ 𝑧𝑖 < 2 Å

1     for      2 Å ≤ 𝑧𝑖     
. (S10)

With this   function, we can include the contributions from both surfaces of the 𝑔𝑑𝑠(𝑧𝑖)

water slab into the correlation function and exclude the contribution from the bulk.  𝑄(𝜔)

is the quantum correction factor given by:53

𝑄(𝜔) =
𝛽ℏ𝜔

1 ― exp ( ―𝛽ℏ𝜔), (S11)

where  = 1/kT is the inverse temperature. 𝛽

In this study, we consider the case that the O-D stretch chromophores are 

decoupled from the other O-D chromophores. This corresponds to the situation of 

isotopically diluted water (HOD in D2O). When the O-D stretch chromophores are 

isolated, the cross-correlation term in Equation (S9) is zero and thus, is reduced to the 

surface-specific autocorrelation function (ssVVAF) as:

𝜒𝑠𝑠𝑉𝑉𝐴𝐹
𝑥𝑥𝑧 (𝜔) = ∫𝑇

0𝑑𝑡𝑒 ―𝑖𝜔𝑡𝑓(𝑡)〈∑
𝑖𝑔𝑑𝑠(zi(0))rODz,i(0)

rODi (t) ∙ rODi (t)
|rODi (t)| 〉, (S12)

where T is the length of the time correlation function and  is the window function for 𝑓(𝑡)

the Fourier transformation. Here, we set T = 1 ps for all the DFT-MD trajectories except 

SCAN which used T = 0.5 ps. We used the Hann window function for . The induced 𝑓(𝑡)

dipole moment due to the surrounding water molecules (solvation effects) are included 

through the frequency dependent transition dipole moment (μ’(ω)) and polarizability 
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(α’(ω)):54,55 

𝜇′(𝜔) ≡ (1.377 +
53.03(2745.8 ― 𝜔)

4870.3 )𝜇0, (S13)

           𝛼′(𝜔) ≡ (1.271 +
5.287(2745.8 ― 𝜔)

4870.3 )𝛼0, (S14)

where the unit of ω is cm-1. 

It is also known that the nuclear quantum effect induces a redshift of the O-H(D) 

stretching frequency.56 The factor of 0.9648,57,58 or the 123 cm-1 red shift (175 cm-1 red-

shift for the O-H stretch mode59) were used for correcting the frequency. In this study, we 

used scale factor of 0.96 for correcting the vibrational frequency of the O-D stretch mode. 

Note that the quantum correction factor  was calculated based on the scaled 𝑄(𝜔)

frequency. The same scaling factor and the quantum correction factors were also applied 

for POLI2VS data of HOD. 

8. Full Width at Half Maximum (FWHM) of the Negative SFG Feature

The FWHM of a negative SFG feature which originates from the hydrogen-bonded O-D 

groups was measured from the points on the y-axis which are half of the maximum 

amplitude of the peak. The obtained FWHM data are listed in Table S4. 
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Table S4. FWHM values of the negative SFG peaks. Error bars represent 95% confidence 

interval. aRef. 60. bRef. 61
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9. Nuclear Quantum Effects

Nuclear quantum effects are known to be essential to describe water properties. To 

investigate the impact of nuclear quantum effects on the target quantities calculated in 

this work, we performed classical MD and quantum mechanical partially adiabatic 

centroid MD (PA-CMD) simulations using the q-TIP4P/F62 water model, augmented by 

the explicit three-body (E3B) interactions by Skinner and coworkers63. The simulated 

water slab consisted of 216 heavy water molecules in an orthorhombic simulation cell (

. Short-range interactions were truncated at 10 𝐿𝑥,𝐿𝑦,𝐿𝑧) = (18.64 Å,18.64 Å,55.93 Å)

, while the Ewald summation scheme was employed to treat the long-range electrostatic Å

interactions. To explicitly include nuclear quantum effects in a computationally efficient 

way, the ring-polymer contraction scheme of Manolopoulos and coworkers was used with 

a cutoff value of 5  in order to reduce the electrostatic potential energy and force  Å

calculations to a single Ewald sum, thereby accelerating the calculation62. More precisely, 

32 ring-polymer beads were used to converge all relevant properties64, whereas the 

computational expensive part of the electrostatic interactions were contracted to the 

centroid only. In all simulations, using a discretized time-step of 0.25 fs, the system was 

first equilibrated for 250 ps in the canonical ensemble, before microcanonical ensemble 

averages were computed over the following 250 ps. 

Table S5 lists the calculated properties for both classical and quantum simulations. 

The trend for  for classical and quantum simulations is similar to the trend for the water 𝜏𝑠

reorientation dynamics reported by Paesani et. al.63 and Wilkins et al.64. Overall, the 

nuclear quantum effects have quite limited effects of the free O-D angle and fractions. 
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Table S5. Bulk and interfacial properties for q-TIP4P/F model using classical and 

quantum simulations. 
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