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Supplementary Information Section 1

Mathematical Model

In this appendix we reintroduce the mathematical model, solve for the basic reproduction num-

bers, R0 and approximate expressions for the endemic equilibrium. Additionally we show that

R0 can be used to determine the global stability of the system. When R0 > 1 there is global

asymptotic convergence to the endemic equilibrium and when R0 < 1 there is global asymptotic

convergence to the disease free equilibrium.

The Model

The following 2n differential equations, [1], model the transmission of disease within and be-

tween n subpopulations.

dSi

dt
= �

n
X

j=1

SiIj�ij �mSi + �

dIi
dt

=

n
X

j=1

IjSi�ij � Ii(m+ v)

[S1]

All parameter values are assumed to be nonnegative. The matrix � = [�ij] will depend on the

arrangement of colonies within the apiary (see Fig. S1). It can be easily verified that each � (for

each colony arrangement) is irreducible through the construction of the associated directional

graphs (see Fig.1 and (1)). The feasible region for [S1]:

� =

n

(S1, I1, . . . , Sn, In) 2 R2n
+

�

�

�

Si + Ii 
�

m

o

, i = 1, 2, . . . , n

is positively invariance with respect to [S1]. Let˚� denote the interior of �. If there is no disease-

causing pathogen then there exists a disease free equilibrium (DFE) P0 = (S0
1 , 0, S

0
2 , 0, . . . , S

0
n, 0)

where, S0
i = S0

= �/m, for i = 1, 2, . . . , n regardless of configuration (lattice, array, circle) or
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population size (n). Below are examples for a 9-hive apiary, also see Fig. S1.
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Invasion - R0 and local stability of the DFE

We use the next generation matrix (NGM) method (2, 3) to solve for the basic reproduction

number, R0. Let

V = diag(m+ v,m+ v, . . . ,m+ v) and F (S) =
⇣

Si�ij

⌘

n⇥n
, [S2]

be the n⇥ n matrices for disease transition and new infections. Let:
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(b) circular.
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(c) lattice.

Figure S1. Schematics for sub-population configurations. Nodes represent sub-populations
and edges represent possible modes for disease transmission

M(S) = F (S)V �1
=

⇣ �ijSi

m+ v

⌘

n⇥n
and M0 = F (S0

)V �1
=

⇣ �ijS
0

m+ v

⌘

n⇥n
,

where M0 is the NGM and the basic reproduction number, R0, is defined as its spectral radius

(R0 = ⇢(M0)). Since � is irreducible, so too is M(S) and M0 as well as M(S) +M0 and for

S0 6= Si, M(S) < M0 and ⇢(M(S)) < ⇢(M0) (see (1)). Recall that the transmission matrix

� = [�ij] differs for each population structure (array, circle, lattice), and thus so too will the

spectral radius (R0) of each unique NGM. Eigenvalues for the NGM are found in Additional

Information-Eigenvalues of the NGM (at the end of this Supplementary Section ).
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RArray
0 =

�

m(m+ v)

h

a� 2b cos(
n⇡

n+ 1

)

i

[S3a]

RCircular
0 =

�

m(m+ v)
(a+ 2b) [S3b]

RLattice
0 =

�

m(m+ v)

h

a� 4b cos(

p
n⇡p

n+ 1

)

i

[S3c]

Global Dynamics of the DFE

In this section the global asymptotic stability of the DFE is established by constructing a suit-

able Lyapunov function. We use the matrix-theoretic approach, which is based on the Perron

eigenvector of the NGM (see (1, 4, 5)).

Theorem 1. The following holds for system [S1]:

1. If R0  1 then the disease-free equilibrium is globally asymptotically stable in �.

2. If R0 > 1 then the disease-free equilibrium is unstable and there exists an endemic equi-

librium (EE), P ⇤
= {S⇤

1 , I
⇤
1 , S

⇤
2 , I

⇤
2 , . . . , S

⇤
n, I

⇤
n}

Proof. We proceed as in Proposition 3.1 in (1) and Theorem 4.1 in (5). Let x = (I1, I2, . . . In)
T

and F (S0
) and V are defined as in [S2]. Since S0 > Si, we have x0 < (F (S0

)� V )x and from

Theorem 2.1 in (4) we have L = wTV �1x is a global Lyapunov function for [S1], where wT is
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the left Perron eigenvector of the matrix V �1F (S0
) (the NGM).

L0
= wTV �1x0

 wTV �1
(F (S0

)� V )x

= (wTV �1F (S0
)� wTV �1V )x

= (R0 � 1)wTx

 0 if R0  1

[S4]

The only compact invariant subset, with respect to [S1], where L0
= 0, is the singleton {P0}.

By LaSalle’s Invariance Principle (6) P0 is globally asymptotically stable in � if R0  1.

If R0 > 1 and x > 0, then (R0 � 1)wTx > 0 and

L0
= wTV �1x0

= wTV �1
(F (S)� V )x = wT

(M(S)x� x) > 0

in a neighbourhood of P0 in ˚

� by continuity. Thus P0 is unstable. It can be shown that when

R0 > 1, the instability of P0 implies the uniform persistence of [S1] (7), thus concluding the

proof (see (1) for example). The existence of P ⇤ follows from the uniform persistence and the

positive invariance of the compact set (see Theorem 2.2 in (4) and Theorem 4.1 in (5)).

Existence and Global Dynamics of the EE

In this section we show, with the use of a Lyapunov function, that when R0 > 1 the EE,

P ⇤
= {S⇤

1 , I
⇤
1 , S

⇤
2 , I

⇤
2 , . . . , S

⇤
n, I

⇤
n}, is globally asymptotically stable. We will proceed as others

have (1) using the graph theoretic approach.

Theorem 2. If � = [�ij] is irreducible and R0 > 1 then there exists a unique endemic equilib-

rium P ⇤
that is globally asymptotically stable in

˚

�
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Proof. Set ¯�ij = �ijS
⇤
i I

⇤
j , for 1  i, j, n, and n � 2 and let:

B =

2

6

6

6

6

6

6

6

4

P

l 6=1
¯�1l � ¯�21 . . . � ¯�n1

¯�12

P

l 6=2
¯�2l . . . � ¯�n2

...
... . . . ...

� ¯�1n � ¯�2n . . .
P

l 6=2
¯�nl

3

7

7

7

7

7

7

7

5

.

Where B is the transpose of the Laplacian matrix of the directional graph ¯�. Then by Lemma

2.1 in (1), a basis for the solution space for Bu = 0, where u = (u1, u2, . . . , un), can be written

as

(u1, u2, . . . , un) = (C11, C22, . . . , Cnn), [S5]

and

Cii =

X

T2Ti

Y

(i,j)2E(T )

¯�ij,

where Ti is the set of all directed trees rooted at vertex i and E(T ) is the set of edge weights of

the directed tree, T . By Kirchhoffs theorem Cii is also the cofactor of the i-th diagonal entry of

B.

Set

L =

n
X

i=1

ui(Si � S⇤
i lnSi + Ik � I⇤k ln Ik). [S6]

Differentiating L and making use of right hand side of [S1] and the equilibrium conditions:

� = mS⇤
i +

n
X

j=1

S⇤
i I

⇤
j �ij and (m+ v)I⇤i =

n
X

j=1

S⇤
i I

⇤
j �ij
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we obtain,

L0
=

n
X

i=1

ui

⇣

S 0
i �

S⇤
i

Si
S 0
i + I 0i �

I⇤i
Ii
I 0i

⌘

=

n
X

i=1

ui

h

��mSi �
n

X

j=1

SiIj�ij �
�S⇤

i

Si
+ S⇤

i m+

n
X

j=1

S⇤
i Ij�ij

+

⇣

n
X

j=1

SiIj�ij

⌘

� (m+ v)Ii + (m+ v)I⇤i �
n

X

j=1

SiIjI
⇤
i �ij

Ii

i

=

n
X

i=1

ui

h

� S⇤
i m

⇣S⇤
i

Si
+

Si

S⇤
i

� 2

⌘

+

⇣

n
X

j=1

S⇤
i Ij�ij � (m+ v)Ii

⌘

+

⇣

2

n
X

j=1

S⇤
i I

⇤
j �ij �

n
X

j=1

(S⇤
i )

2I⇤j �ij

Si
�

n
X

j=1

SiIjI
⇤
i �ij

Ii

⌘i

Note that
⇣

S⇤
i

Si
+

Si
S⇤
i
� 2

⌘

� 0 , thus �S⇤
i m

⇣

S⇤
i

Si
+

Si
S⇤
i
� 2

⌘

 0. Also

n
X

i=1

ui

⇣

n
X

j=1

S⇤
i Ij�ij � (m+ v)Ii

⌘

= 0

since
Pn

i=1 ui

Pn
j=1 �ijS

⇤
i Ij =

Pn
j=1 uj

Pn
i=1 �jiS

⇤
j Ii =

Pn
i=1

⇣

Pn
j=1 �jiS

⇤
j uj

⌘

Ii and we

can show that
Pn

j=1 �jiS
⇤
j uj = ui(m + v) using the equilibrium condition (m + v)I⇤i =

Pn
j=1 S

⇤
i I

⇤
j �ij and the following equality:
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2

6

6

6

6

6

6

6

4

S⇤
1I

⇤
1�11 + S⇤

1I
⇤
2�12 + · · ·+ S⇤

1I
⇤
n�1n

S⇤
2I

⇤
1�21 + S⇤

2I
⇤
2�22 + · · ·+ S⇤

2I
⇤
n�2n

...

S⇤
nI

⇤
1�n1 + S⇤

nI
⇤
2�n2 + · · ·+ S⇤

nI
⇤
n�nn

3

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

4

(m+ v)I⇤1

(m+ v)I⇤2
...

(m+ v)I⇤n

3

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

4

S⇤
1�11 S⇤

1�12 . . . S⇤
1�1n

S⇤
2�21 S⇤

2�22 . . . S⇤
2�2n

...
...

...

S⇤
n�n1 S⇤

n�n2 . . . S⇤
n�nn

3

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

4

I⇤1

I⇤2
...

I⇤n

3

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

4

(m+ v) 0 . . .

0 (m+ v) 0 . . .

... . . .

(m+ v)

3

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

4

I⇤1

I⇤2
...

I⇤n

3

7

7

7

7

7

7

7

5

If we left multiply by uT then we can show:

2

6

6

6

6

6

6

6

4

S⇤
1u

⇤
1�11 + S⇤

2u
⇤
2�21 + · · ·+ S⇤

nu
⇤
n�n1

S⇤
1u

⇤
1�12 + S⇤

2u
⇤
2�22 + · · ·+ S⇤

nu
⇤
n�n2

...

S⇤
1u

⇤
1�1n + S⇤

2u
⇤
2�2n + · · ·+ S⇤

nu
⇤
n�nn

3

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

4

u1(m+ v)

u2(m+ v)

...

un(m+ v)

3

7

7

7

7

7

7

7

5

and thus,
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L0 
n

X

i=1

ui

⇣

2

n
X

j=1

S⇤
i I

⇤
j �ij �

n
X

j=1

(S⇤
i )

2I⇤j �ij

Si
�

n
X

j=1

SiIjI
⇤
i �ij

Ii

⌘

=

n
X

i=1

ui

⇣

n
X

j=1

2

¯�ij �
s⇤i

ˆ�ij

Si
� SiIjI

⇤
i
¯�ij

IiS⇤
i I

⇤
j

⌘

=

n
X

i=1

n
X

j=1

ui
¯�ij

⇣

2� S⇤
i

Si
� SiIjI

⇤
i

IiS⇤
i

I⇤j

⌘

It remains to show that Hn  0 for all (S1, I1, . . . , Sn, In) 2 ˚

�. While explicit expressions for

cofactors, ui can be derived by computing the number of matrix trees for the diagonal entries

in ¯�, it is difficult to do so for the lattice structure. Therefore we will direct the reader to (1, 8)

and give a sketch of the remainder of their proof for a general irreducible transmission matrix

� and associated matrix ¯�ij = �ijS
⇤
i I

⇤
j . Guo et al. (2006, 2008) show that ui = Cii is the sum

of nn�2 terms, each of which can be expressed as the product of (n� 1), ¯�ij’s. Importantly the

subindices of ¯�ij can be represented by all arcs in a directed tree T rooted at the i�th vertex.

The product ui
¯�ij can be interpreted as the weight of the unicycle graph, Q, obtained from the

tree T , by adding an edge from node i to j. Each unicycle graph Q has a unique cycle CQ

of length 1  l  n. Guo et al. show that there are l terms in Hn each with coefficients

correspond to all l�rotations of the same l�cycle and are thus the same, and can be grouped

together. Furthermore, all of the terms of Hn can be grouped based on corresponding cycle
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lengths. Thus Hn =

P

Q Hn,Q, where,

Hn,Q =

Y

(r,m)2E(Q)

¯�rm

X

(i,j)2E(CQ)

�

2� S⇤
i

Si
� SiIjI

⇤
i

IiS⇤
i I

⇤
j

�

=

Y

(r,m)2E(Q)

¯�rm

�

2l �
X

(i,j)2E(CQ)

⇣S⇤
i

Si
� SiIjI

⇤
i

IiS⇤
i I

⇤
j

��

where E(CQ) is the edge weight of the cycle CQ and l denotes the number of edges in CQ.

Note that

Y

(i,j)2E(CQ)

�S⇤
i

Si

SiIjI
⇤
i

IiS⇤
i I

⇤
j

�

=

Y

(i,j)2E(CQ)

IjI
⇤
i

I⇤j Ii
= 1

for each unicycle in Q. Therefore

X

(i,j)2E(CQ)

�S⇤
i

Si
� SiIjI

⇤
i

IiS⇤
i I

⇤
j

�

� 2l

and thus Hn,Q  0 for each Q and Hn,Q = 0 when S⇤
i

Sj
=

SiIjI⇤i
IiS⇤

i I
⇤
j

. Thus H,  0 and L0  0 for all

(S1, I1, . . . , Sn, In) 2 ˚

� and L0
= 0 iff Si = S⇤

i and Hn = 0. Guo et al. (2006,2008) show that

Hn = 0 , Ii = aI⇤j where a is some arbitrary positive number. If we substitute Si = S⇤ and

Ij = aI⇤j into (S1), then

0 = ��mS⇤
i � a

n
X

j=1

S⇤
i I

⇤
j �ij,

holds true if a = 1 (i.e. at P ⇤), and otherwise the right hand side is strictly decreasing in a.

Therefore the only compact invariant subset of the set where L0
= 0 is the singleton {P ⇤} and

therefore by LaSalle Invariance Principle, P ⇤ is globally stable in ˚

� when R0 > 1.
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The Endemic Equilibrium

Equilibrium values for model [S1] are found by setting dSi/dt = dIi/dt = 0.

0 = �
n

X

j=1

SiIj�ij �mSi + �

0 =

n
X

j=1

IjSi�ij � Ii(m+ v)

For the circular configured model we can solve for the endemic equilibrium explicitly by

solving the above for an apiary comprised of three colonies. This is done without loss of gener-

ality. The endemic equilibrium for the circular hive is:

(S⇤, I⇤) =
⇣m+ v

a+ 2b
,

�

m+ v
� m

a+ 2b

⌘

If we assume that 0 < b << 1, then we can express the solutions of the system of 2n nonlinear

equations (above) each as a power series in b. This technique is refereed to as perturbation

theory. For example, the power series solution for S1 would be: S1(t) ⇡ S0
1(t) + bS1

1(t) +

b2S2
1(t) + b3S3

1(t) + . . . . We proceed by substituting the first two terms of each power series

(i.e. S1 = S0
1 + bS1

1 , S2 = S0
2 + bS1

2 ,...,I1 = I01 + bI11 ,I2 = I02 + bI12 ,... etc) into the the system of

equations. We then collect equal powers of b, while neglecting higher powers (greater than 2).

This results in two systems of of equations (one system for the variables with 0 as subscripts,

and one system for the variables with both 0 and 1 as subscripts). The first system of equations

(with variable superscripts 0, i.e. S0
1 , S0

2 ,...,I01 , I02 ,... ) is easily solvable.
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S0
1 = S0

2 = S0
3 = .... =

m+ v

a

and

I01 = I02 = I03 = .... =
�

m+ v
� m

a

By substituting the solution to the fist set of equations into the second system of equations, the

second system of equations can be expressed as a nonhomogeneous linear system of equations

b = Ax, where:

A =

2

6

4

P Q

R 0

3

7

5

, b =

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

l1S
0I0

l2S
0I0

l3S
0I0

...

�l1S
0I0

�l2S
0I0

�l3S
0I0

...

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

, x =

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

S1
1

S1
2

S1
3

...

I11

I12

I13
...

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

The vector b is what differs between the array and the lattice models. The coefficients li are

the number of neighbors that hive i has. For example, in the array configuration, hive one will

have one neighbor, thus l1 = 1 and hive two will have two neighbors l2 = 2. The matrices

P , Q, R and S are all n ⇥ n diagonal matrices, with zeros in all entries but the main diagonal.

P = diag(�aI0�m) =

�a�
m+v , Q = diag(�aS0

) = �(m+v) and R = diag(aI0) = a��m(m+v)
m+v .

The solution to the non-homogeneous linear system can be found by inverting the matrix A:

A�1b = x. The inverse of A is can be expressed in block form.
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A�1
=

2

6

4

0 C�1

B�1 AB�1C�1

3

7

5

and

x =

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

S1
1

S1
2

S1
3

...

I11

I12

I13
...

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

�l1(m+v)
a2

�l2(m+v)
a2

�l3(m+v)
a2

...

l1m
a2

l2m
a2

l3m
a2

...

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

Therefore, the linear approximate endemic equilibrium is:

S⇤
i =

m+ v

a
� lb

⇣m+ v

a2

⌘

I⇤i =

�

m+ v
+ lb

⇣m

a2

⌘

[S7]

where l is the number of neighbours that hive i has. Notice that the endemic equilibrium for

a single colony is independent of the total number of colonies in the apiary. However, as the

number of colonies increases, the average number of nearest neighbours any given colony has

approaches a constant (2 for array and 4 for lattice). Thus, as the number of colonies increase,

the populations-wide disease prevalence asymptotes.
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Figure S2. Analytic and numeric approximations for the susceptible endemic equilibrium
population for three subpopulations and a range of between population transmission values, b.
Other parameters are set to: v = 0.16, m = 0.0275, � = 1600 and finally the totoal
transmission T = a+ b is held at T = 1.04⇥ 10

�4

Robustness of EE approximations

The endemic equilibrium solutions found in the previous section rely on the between colony

transmission being small. Therefore as the between colony transmission increases, the result

[S7] will become less accurate (see Fig S2). Additionally, as the number of nearest neighbours
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increases, so too does the discrepancy between the analytic and numeric results (Fig. S2). In

Figure S2 we plot the endemic susceptible population size for particular colony within a nine-

community lattice population. In yellow is the numeric solution and in purple is the algebraic

solutions [S7]. You can see that as the parameter b, between colony transmission, increases,

the two solutions diverge and the algebraic solution becomes an underestimate of the true sus-

ceptible populations size. Total transmission a + b is held constant - when we increase b we

also decreased a. As the between colony transmission proportion of the total transmission in-

creases, the endemic susceptible populations size decreases (Fig S2) and the disease prevalence

increases.

Additional Information- Eigenvalues of the NGM

Array Configuration

The next generation matrix for the array configuration model is:

FV �1
=

�

m(m+ v)

2

6

6

6

6

6

6

6

4

a b

b a
. . .

. . . . . .

3

7

7

7

7

7

7

7

5

The matrix FV �1 is a tridiagonal Toeplitz matrix. Toeplitz matrices have been widely studied

(9) and the eigenvalues of FV �1 are:

�k =
�

m(m+ v)

h

a� 2b cos(
k⇡

n+ 1

)

i

[S8]

where k = 1, .., n (9).

Lemma 1. The largest values of the sequence,

16



fk = a� 2bcos
⇣ k⇡

n+ 1

⌘

where k = 1, 2, . . . , n and 0 < b << a is when k = n.

Proof. We will prove through contradiction. Suppose that the maximum element of fk is not

fn (the last element in the sequence). Then there must exist a m 2 1, 2, ...(n � 1) such that

fm > fn.

a� 2b cos
⇣ m⇡

n+ 1

⌘

> a� 2b cos
⇣ n⇡

n+ 1

⌘

cos

⇣ m⇡

n+ 1

⌘

< cos

⇣ n⇡

n+ 1

⌘

⇣ m⇡

n+ 1

⌘

>
⇣ n⇡

n+ 1

⌘

m > n

which is a contradiction. Hence the largest element of fk is fn.

Therefore the dominant eigenvalue of FV �1, and thus R0 for the array model is:

R0

array
=

�

m(m+ v)

h

a� 2b cos(
n⇡

n+ 1

)

i

Circular Configuration

We proceed as we did above. For the circular model,
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FV �1
=

�

m(m+ v)

2

6

6

6

6

6

6

6

4

a b 0 · · · b

b a b · · ·

· · · · · ·

3

7

7

7

7

7

7

7

5

Again FV �1 is a Toeplitz matrix, but it is not tridiagonal. Unlike the matrix for the array

model, the above matrix is a special class of Toeplitz matrices called a circular matrix where

each row vector is rotated one element to the right relative to the preceding row vector. We

denote the elements of the first row as c0, c1, . . . , cn�1, and note that regardless of what n is,

c0 = a(�/(m(m + v))), c1 = b(�/(m(m + v))) and cn�1 = b(�/(m(m + v))) while cj = 0

where j = (l 2 N|l < (n� 1), l 6= 0, 1). The n eigenvalues of our circular matrix, FV �1, are:

�k =

n�1
X

j=0

cje
�2⇡ikj

n

where cj of the kth element of the top row of the matrix FV �1. Notice that the top row of

FV �1 has only three nonzero elements c0 = a(�/(m(m + v))), c1 = b(�/(m(m + v))) and

cn�1 = b(�/(m(m+ v))). Therefore we can rewrite the above:

�k =
�

m(m+ v)

h

a+ be
�2⇡ık

n
+ be

�2(n�1)⇡ık
n

i

=

�

m(m+ v)

h

a+ 2b
h

cos

⇣�2⇡k

n

⌘ii

Note that sin
⇣

�2⇡k
n

⌘

+ sin

⇣

�2⇡k(n�1)
n

⌘

= 0, since the function is periodic with period 2⇡ and

cos

⇣

�2⇡k
n

⌘

= cos

⇣

�2⇡k(n�1)
n

⌘

since cos is periodic with period 2⇡ and also a odd function.
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We can proceed just as we did in the previous section to show that the dominant eigenvalue (and

hence R0) for the circular model is:

R0

Circular
=

�

m(m+ v)
(a+ 2b)

Lattice Configuration

To find R0 for the lattice model we will make use of the Kronecker product and Kronecker sum.

Consider the next generation matrix for the lattice model:

FV �1
=

�

m(m+ v)

2

6

6

6

6

6

6

6

4

A B

B A
. . .

. . . . . .

3

7

7

7

7

7

7

7

5

FV �1 2 Mn,n, and

A =

2

6

6

6

6

6

6

6

4

a b

b a
. . .

. . . . . .

3

7

7

7

7

7

7

7

5

, B =

2

6

6

6

6

6

6

6

4

0 b

b 0

. . .
. . . . . .

3

7

7

7

7

7

7

7

5

where A 2 MN,N and B 2 MN,N , n = N2 and both A and B are tridiagonal Toeplitz matricies.

Let
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M =

2

6

6

6

6

6

6

6

4

A B

B A
. . .

. . . . . .

3

7

7

7

7

7

7

7

5

The matrix M can be written as:

M = (B ⌦ I) + (I ⌦ A) = B � A

Both A and B are Toeplitz with eigenvalues �2b cos( k⇡
N+1) and a � 2b cos( k⇡

N+1) for k =

1, 2, ..., N respectively.

The n eigenvalues of M are:

⇣

� 2b cos(
k⇡

N + 1

)

⌘

+

⇣

a� 2b cos(
l⇡

N + 1

)

⌘

for k = 1, . . . N and l = 1, . . . N . The above is maximized when both k = N =

p
n and

l = N =

p
n (See Lemma). Therefore R0 for the lattice model is:

R0

Lattice
=

�

m(m+ v)

h⇣

� 2b cos(

p
n⇡p

n+ 1

)

⌘

+

⇣

a� 2b cos(

p
n⇡p

n+ 1

)

⌘i
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Supplementary Information Section 2 – Agent Based Model 

 

The ABM is made publicly available both on Dryad Digital Repository (see main 

manuscript) and accessible in GitHub under the following link: 

https://github.com/LBartlett/IndustrialBees2019 

 

Description of our Agent-Based Model 

  

We use a discrete time simulation with time-steps of 1 day. We define an apiary of size n 

where n is the number of colonies, arranged in one of three configurations following Fig. 1 in 

the main manuscript. 

 

Within a colony, individuals are either susceptible (S) or infected (I). New susceptible 

individuals enter the colony at birth rate ϕ.  Each colony has a constant birth rate ϕ, randomly 

drawn from a normal distribution with mean ϕ and σ2 = ϕ x 0.1, typically ϕ = 1600 in line 

with quoted maximum laying rates (1). We fix mean maximum colony size in a disease free 

state as M, typically 58200 individuals (2), and from this calculate a universal natural death 

rate m = M/ϕ (likelihood per individual per day). Death rates using our typical values are in 

line with rates quoted for various honeybee life stages (1, 3, 4). Differences in birth rate cause 

colonies to reach different maximum sizes in their disease free state, meant to approximate 

differences in queen quality (5), but is likely conservative in this regard. 

 

Our starting state at time t = 0 is intended to represent the beginning of a beekeeping season. 

Each colony has a starting number of susceptible individuals, randomly drawn from a normal 

distribution with mean St=0 = 9 x ϕ and σ2 = 9/8 x ϕ . Notably this would typically be well 

below the maximum colony size, as would be more realistic following overwintering (2). One 

colony in the apiary is randomly selected, and a single susceptible individual replaced with an 

infected individual. 

 

Infected individuals inside a colony infect susceptible individuals at rate β. Infected 

individuals suffer an additional induced mortality rate ν. We vary the values of β and ν as part 

of this study. All individuals in a spatially structured population may additionally move into 

nearest-neighbouring colonies for a single time step at rate ρ – in the case of the lattice, we 

used a Von Neumann neighbourhood. We vary movement-rate ρ during this study, with 

minimum realistic rates derived from various other studies (4, 6, 7) and corrected for our lack 

of internal colony demography. Susceptible individuals which move into neighbouring 

colonies are not available to be infected within their own colony in that time step, but may 

become infected by infected individuals in the neighbouring colony to which they have 

temporarily moved. Likewise, infected individuals which have moved cannot contribute to 

infection within their own colony in this time step, but can infect susceptible individuals in 

the colony to which they have moved. The likelihood of movement into another colony ρ is 

per bee per day. Individuals which move between colonies remain residents of their ‘home 

colony’ and do not permanently become individuals in the colony to which they drifted for 

https://github.com/LBartlett/IndustrialBees2019


 

 

 

the day. In the case of the fully mixed model, we relax the nearest neighbour assumption, and 

drift occurs randomly across the whole apiary. 

 

Each time step, the above described processes of birth, death, and infection are modelled to 

occur simultaneously within and across all colonies in the apiary. Notably, this means that 

new susceptible individuals do not contribute to any other processes in the same time step in 

which they are born – they cannot die, move into another colony or become infected. This is 

the main driver of slightly lower prevalences observed in the stochastic simulations compared 

to the agent-based model. Additionally, individuals can die and contribute to infection in the 

same time step. 

 

For this study, the agent-based model was built and run using R (v. 3.3.0 “Supposedly 

Educational”) (8). 

 

The agent-based model is qualitatively and conceptually the same as the analytical model and 

can be understood by using the following relationships between the two model 

parameterisations:  β  ≈ a + b and ρ ≈ b / (a + b). 
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Supplementary Information Section 3 

 

Additional Analysis 

Model outputs were initially tested in mapping the effects of intensification to disease burden 

without consideration of R0. This appendix shows select outputs confirming model function, 

supporting assertions made in the main text, and that the agent based models yield the same 

qualitative results as are derived from the mathematical model in the main text. 

Figure S3 explores endemic equilibrium states for four pathogen phenotypes, for the which 

the R0 values have been retrospectively approximated. Of note is the confirmation that higher 

R0 yields higher pathogen burdens. By separately varying both virulence and transmission, 

we demonstrate the expected result that the highest prevalence is achieved by a low-

virulence, high-transmission (i.e. ‘well adapted’) pathogen. The greatest degree of colony-

size suppression results from a high-virulence, high-transmission pathogen, which is used as 

the pathogen in the subsequent figures. 

Figure S4 shows how increasing movement between colonies (ρ) affects pathogen spread via 

mean colony sizes and pathogen prevalence for large or small apiaries in all configurations. 

As expected from the explanation and results presented in the main text, all aspects of 

intensification have little influence on the equilibrium disease burden (prevalence & colony 

size, which are positively related. Notably, for any given pathogen, it demonstrates that 

prevalence is directly relatable to colony size. We use this as justification for explicitly 

examining burden as the main focus of the manuscript. Additionally, it shows the very rapid 

rate at which the system reaches disease equilibrium for all apiaries in lattice configurations, 

and all small apiaries. The cases of spread in large circular or array apiaries are somewhat 

slower (and slightly influenced by higher rates of movement between colonies) but may be 

limited by our limitation of nearest-neighbour-only transmission. Again, we use this rapid 

rate of pathogen spread to disease equilibrium to justify our focus on disease endemic states 

in the main manuscript. 

Figure S5 demonstrates the behaviour of the mathematical model in reaching disease 

equilibrium. Even in a large apiary of 100 colonies arranged in an array, endemic equilibrium 

is quickly established. This is in broad agreement with the results presented in Fig S4, with 

some minor differences potentially due to the agent based simulation being restricted to 1 day 

time steps (a constraint absent from the mathematical model). Our rate of spread present here 

(time taken to reach endemic equilibrium) may be a conservative estimate of reality, as we 

restrict inter-colony transmission to be between nearest neighbour colonies only. 

Figure S6 shows a singular comparison of colony configurations in more detail, using the 

agent-based model for a single parameter set. We see rapid reaching of the equilibrium and 

qualitatively mirrored behaviour between the ABM and mathematical model. Additionally, 

fig. S6 shows that the relaxation of the ‘nearest neighbour assumption’ – looking at the 

extreme case where drifting is throughout the whole apiary – doesn’t change model 

behaviour in a meaningful way. 



 

 

 

Figure S7 Demonstrates that the model reaches the equilibrium rapidly. This is the case for 

the SI model presented in the main document, as well as for an alternative model where only 

larvae are vulnerable to infection by infectious adult bees. 

Figure S8 uses purely the analytical mathematical model to examine the impact of aspects of 

intensification on burden in a similar approach to the results shown in main manuscript Fig. 

5b.  However it does not examine ‘intensification’ as one combined process and instead 

shows different combinations of numbers of colonies and configurations, with bee movement 

between colonies held constant. This figure (like Figure S5) does not involve the agent-based 

model results and should be understood as a test of consistency of results when comparing 

between modelling approaches. 

Alternative Model 

The alternative model has two age classes, Larvae (L) and Adults (A). Larvae develop into 

adults at rate g and die are rate m’. Larvae can become infected through contact with infected 

adults (carrying mites), AI, with transmission rate of beta. Infected Adults have an additional 

death rate of v and all adults have a natural mortality of m; Infected adults can recover from 

infection at rate gamma. Demonstration of model behaviour is shown in Fig. S8. 

 

𝑑𝐿𝑠
𝑑𝑡

= 𝜙 −𝑚′𝐿𝑆 − 𝑔𝐿𝑆 − 𝛽𝐴𝐼𝐿𝑆 

𝑑𝐿𝐼
𝑑𝑡

= −𝑚′𝐿𝐼 − 𝑔𝐿𝐼 + 𝛽𝐴𝐼𝐿𝑆 

𝑑𝐴𝑆
𝑑𝑡

= 𝑔𝐿𝑆 −𝑚𝐴𝑆 + 𝛾𝐴𝐼 

𝑑𝐴𝐼
𝑑𝑡

= 𝑔𝐿𝐼 − (𝑚 + 𝑣)𝐴𝐼 − 𝛾𝐴𝐼 



 

 

 

Figure S3. Graphs showing  

approximate endemic 

disease equilibria states 

expressed as mean colony 

size (left – a, c, e, g) and 

proportion of individuals 

infected (right – b, d, g, h) 

across a apiaries of varying 

sizes after 2000 days of 

simulation. Each row 

represents a different 

pathogen phenotype, and 

therefore R0. Figs. a & b 

show equilibria for a high-

mortality high-transmission 

pathogen (R0 ≃ 18 ). Figs. 

c & d show a high-

mortality low-transmission 

pathogen (R0 ≃ 2.5); figs. e 

& f represent a low-

mortality high-transmission 

pathogen (R0 ≃ 36); and a 

low-mortality low- 

transmission pathogen (R0 

≃ 7.5) is represented in 

figs. g & h. These 

prevalences can be 

compared to the 

relationship derived by the 

purely analytical model 

(Fig. 3c, main manuscript) 

between R0 and prevalence, 

demonstrating the close 

agreement of the agent 

based model and its 

mathematical counterpart 

(see Fig. 4a).



 

 

 

Figure S4. Graphs show change in mean colony size (rows b & d) and proportion of bees infected (rows a & c) across an apiary over the first 

300 days of simulation, representing pathogen spread from a single colony. Rows a & b (top) show a large apiary (144 colonies), rows c & d 

(bottom) show a small apiary (16 colonies). Movement rate ρ increases from left to right. Corresponding R0 values for these scenarios range 

from R0 ≃ 18 at ρ = 0.015 in the small array apiary to R0 ≃ 30 at ρ = 0.0105 in the large lattice apiary. 



 

 

 

 

Figure S5. Graphs obtained from the mathematical model showing the rapid rate of spread throughout an apiary, where endemic disease 

equilibrium is quickly reached. Graphs show the case for each apiary arrangement (Array, Circular, Lattice) for an apiary of 100 colonies and 

movement rate between colonies of 0.02. The model starts with a single bee infected in one colony. The left panel shows the mean colony size, 

which closely matches the right panel showing proportion infected (compare also to the agent based simulation outputs Figs. S3 and S4.  

 



 

 

 

 

 

Figure S6. ABM data showing a single parameter set comparison of the three apiary 

configurations compared to a mixed model where the ‘nearest neighbor’ assumption is 

relaxed. Notably, this more detailed view of the dynamics shows strong agreement with Fig. 

S5 (above) taken from the analytical model.  Additionally, we see that the ‘nearest 

neighbour’ assumption doesn’t meaningfully chance model performance – the magnitude of 

difference between the lattice and the mixed model notably smaller than between the lattice 

and the circular or array configurations. Each configuration was replicated eight times, under 

the following parameter set: n  = 64, M = 58200, ϕ = 1600, β = 5x10-5, ν = 0.1, ρ = 0.05.  

 

 

 

  

 



 

 

 

 

 

Figure S7. Comparison of the alternative (age-structured) model (left) behaviour and main 

(SI) model (right). Note both axes differ in scales. Plotted is the proportion of adult bees 

infected over time for the age structured model and proportion of all bees infected for the SI 

model, for ten apiary sizes (number of colonies) and two different inter-colony transmission 

rates (bee movement between colonies). The ten lines of different hues in each colour 

represent a unique number of colonies per apiary. Lightest colour represents an apiary with 

four hives and the darkest line represents an apiary with 121 hives. All simulations are for a 

lattice structure. The age-structured model shows much slower convergence than the SI 

model, however still converges in all cases in a single-season timescale. The largest apiaries 

in all cases take the longest amount of time to converge. Faster convergence is seen for the 

higher transmission rate between colonies, and slightly higher prevalences are apparent in the 

age-structured model for larger apiaries and higher inter-colony transmission rates. 

Alternative model: phi=1600, a= a=1.04x10-4, b=0.1*a or b=0.018*a, v=0.16, m=0.033, 

m’=0.01,gamma=0.1,g=0.0476 .  

SI model: phi=1600, a=1.04x10-4, b=0.1*a or b=0.018*a,  v=0.16, m=0.0275.  



 

 

 

Figure S8. Impact of intensification on disease burden analytically derived from the 

mathematical model, showing only the effect of increasing apiary size under different spatial 

configurations; movement rate between colonies is held constant. The circular apiary 

dynamics are independent of intensification, thus remaining constant through intensification 

(i.e. increasing n). The impact of intensification for the circular apiary (of any size) is in 

black. 

  



 

 

 

Supplementary Information Section 4 

 

 

Figure S9 Examples of R0 values for other agricultural livestock diseases (see 

Supplementary Information Section 4 for references), spanning a range of different farming 

stages and practices. This figure is not intended as an exhaustive or representative summary 

of agricultural disease R0 values, but represents what is readily available in the literature. We 

highlight the lower boundary shown in Fig. 5, which is our best estimate of the lower R0 

value for N. ceranae in honeybees. 

  



 

 

 

Table S1 

Estimates for R0 values for agricultural livestock diseases available across the literature. 

 

R0Value Lower Upper Host Disease Ref 

4.5 3 5 Poultry Mareks Atkins et al 2013 

3.24 3.21 3.27 Swine ASFV Barongo et al 2015 

1.64 1.56 1.72 Swine ASFV Barongo et al 2015 

1.91 1.87 1.94 Swine ASFV Barongo et al 2015 

1.78 1.74 1.81 Swine ASFV Barongo et al 2015 

66 66 66 Poultry Influenza Bos et al 2007 

25 25 25 Poultry Influenza Bos et al 2007 

5 4.2 5.8 Sheep Tania Cabrera et al 1995 

1.2 1.2 1.2 Sheep E. granulosis Cabrera et al 1995 

4 1.9 8.4 Swine CSFV Durand et al 2009 

7.6 3.4 17 Swine CSFV Durand et al 2009 

12.2 5.5 27.3 Swine CSFV Durand et al 2009 

11 10 12 Cattle BSE Ferguson et al 1999 

2.8 1.3 4.8 Swine ASFV Guinat et al 2016 

18 6.9 46.9 Swine ASFV 

Sanches-Vizcaino et al 

2015 

9.8 3.9 15.6 Swine ASFV Gulenkin et al 2011 

8.25 2.5 14 Sheep Scrapie Hagenaars et al 2003 

2.5 2.5 2.5 Sheep Brucellosis Hou et al 2013 

14 3 25 Cattle BSE Koeijer et al 2004 

4.3 2.8 5.9 Cattle E. coli - Shiga Laegried and Keen 2004 

5.3 3.9 6.6 Cattle E. coli - Shiga Laegried and Keen 2004 

1.62 1.34 1.9 Cattle Salmonella Lanzas et al 2008 

4.7 3.65 5.75 Cattle Salmonella Lanzas et al 2008 

81.3 81.3 81.3 Swine CSFV Leavens et al 1998 

3.9 3.9 3.9 Sheep Scrapie Matthews et al 1999 

11.2 3.2 19.2 Cattle Herpes Mollema et al 2005 

2.8 2.8 2.8 Poultry Salmonella Rabsch et al 2000 

1.05 1.05 1.05 Poultry Salmonella Rabsch et al 2000 

3.7 1.8 51 Cattle Bluetongue 

Santman-Berends et al 

2013 

7.3 3.92 11.51 Cattle E. coli - Verocytotoxic Schouten et al 2009 

1.43 0.42 2.43 Sheep Scrapie Truscott and Ferguson 2009 

6.85 6.85 6.85 Sheep PPR Zahur et al 2009 

9 1.9 86 Poultry Influenza Bouma et al 2009 

6.92 6.92 6.92 Poultry Campylobacter Goddard et al 2014 
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