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ABSTRACT Cells contain numerous membraneless organelles that assemble by intracellular liquid-liquid phase separation.
The viscous properties and associated biomolecular mobility within these condensed phase droplets, or condensates, are
increasingly recognized as important for cellular function and also dysfunction, for example, in protein aggregation pathologies.
Fluorescence recovery after photobleaching (FRAP) is widely used to assess condensate fluidity and to estimate protein diffu-
sion coefficients. However, the models and assumptions utilized in FRAP analysis of protein condensates are often not carefully
considered. Here, we combine FRAP experiments on both in vitro reconstituted droplets and intracellular condensates with sys-
tematic examination of different models that can be used to fit the data and evaluate the impact of model choice on measured
values. A key finding is that model boundary conditions can give rise to widely divergent measured values. This has important
implications, for example, in experiments that bleach subregions versus the entire condensate, two commonly employed exper-
imental approaches. We suggest guidelines for determining the appropriate modeling framework and highlight emerging ques-
tions about the molecular dynamics at the droplet interface. The ability to accurately determine biomolecular mobility both in the
condensate interior and at the interface is important for obtaining quantitative insights into condensate function, a key area for
future research.
SIGNIFICANCE Phase transitions play a key role in the formation of dynamic, often liquid-like condensates within living
cells. The mobility of biomolecules within these condensates is increasingly recognized as being important for cellular
function and dysfunction and is widely determined using fluorescence recovery after photobleaching (FRAP). However, the
assumptions behind the models commonly used to fit FRAP data are often not carefully considered. This work reveals that
model choice and boundary effects in experiments have a strong impact on measured values. The results presented here
also have implications for interpreting commonly used techniques in FRAP of condensates: bleaching subregions versus
the entire condensate. Finally, this work reveals emerging questions about the molecular mobility at the droplet interface.
INTRODUCTION

The interior of cells is highly structured into numerous or-
ganelles, which help to localize biomolecules and organize
thousands of reactions for proper function. Many of these
organelles, including the nucleus and endoplasmic reticu-
lum, are membrane-bound structures that partition mole-
cules via a selectively permeable membrane. However,
most organelles are not actually enclosed by membranes
but still form compositionally well-defined compartments
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(1,2). In many cases, these organelles are enriched in
RNA and protein and are therefore referred to as ribonucleo-
protein bodies or, increasingly, as condensates. These
include structures in the nucleus, such as nucleoli and Cajal
bodies, and in the cytoplasm, such as stress granules and P
granules.

In some cases, condensates such as the nucleolus are
highly dynamic, with components freely exchanging within
and with the surrounding nucleoplasm. This exchange was
demonstrated using fluorescence recovery after photo-
bleaching (FRAP) of GFP-fibrillarin, a nucleolar protein
(3). In a typical FRAP experiment, a defined region of the
sample is bleached irreversibly (Fig. 1 A), and the recovery
of the fluorescent signal in the bleached area results from the
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FIGURE 1 (A) Schematic of a FRAP experiment performed within

spherical drops (green). (B) Predicted FRAP recovery curves show that a

larger diffusion coefficient, D (i.e., from dotted to solid to dashed lines),

leads to a higher average normalized intensity inside the bleach spot,

<C*>, at a given time after bleaching. The curves are calculated using a

3D infinite model, described in the results section. (C) Image of Ddx4-

YFP droplets in the nucleus of a Hek293 cell, double-stranded DNA labeled

with Hoechst 33342, are shown. (Bottom panel) Zoomed-in image of a

Ddx4-YFP droplet before and immediately after bleaching is shown. (D)

Fluorescence recovery curve of Ddx4-YFP droplets 2.25 0.2 mm in diam-

eter is shown. Typical error bars represent SD of measurements on eight

cells. To see this figure in color, go online.
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exchange of bleached and nonbleached protein. The kinetics
of recovery give an indication of the protein mobility, with
faster recovery suggesting a higher effective diffusion coef-
ficient (Fig. 1 B). Dynamic exchange of nucleolar proteins is
likely important for allowing condensates to function as mi-
croreactors, for which increased concentration and mobility
of biomolecules are expected to enhance reaction rates.
Conversely, some condensates, such as Balbiani bodies,
may function to slow down reactions, whereby molecular
interactions are reduced or even inhibited by sequestration
into the body (4). For example, FRAP experiments of an
abundant Balbiani body component, Xvelo-GFP, show
incomplete exchange with the cytoplasm, with an apparent
plateau in fluorescence recovery of roughly 20% after 1 h
(4). Furthermore, condensates are increasingly recognized
as being linked to protein aggregation pathologies, in which
molecular dynamics may be dramatically slowed (5).

Despite their biological importance, a biophysical mech-
anism underlying the assembly and rapid biomolecular dy-
namics of condensates has only recently begun to emerge.
Key insights into condensate assembly stem from experi-
ments on Caenorhabditis elegans embryos, where germline
P granules are implicated in specifying the fate of germ
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cells. Under shear flow, P granules were observed to flow,
drip, and fuse into spherical shapes upon contact, which
are examples of classic liquid-like phenomena (6). P gran-
ules also dissolve throughout the entire embryo and
condense only in the posterior above a saturating component
concentration, defined by gradients in polarity proteins
(6,7). These features were hypothesized to arise via liquid-
liquid phase separation, a mechanism by which P-granule
segregation is now understood in significant molecular
detail (8–10). A wide array of other membraneless conden-
sates, including nucleoli (11,12), stress granules (13), post-
synaptic density (14), signaling clusters (15), and many
others, were subsequently shown to exhibit similar liquid-
like properties and concentration-dependent formation and
are also thought to assemble via liquid-liquid phase separa-
tion (1,16). Thus, phase transitions appear to play a univer-
sal role in assembling condensates and organizing the cell
into coherent bodies, which nevertheless exhibit rapid bio-
molecular exchange.

Many condensates are highly enriched with proteins that
are unstructured or have unstructured regions and exhibit
conformational heterogeneity (17,18). These intrinsically
disordered regions (IDRs) and proteins, which are closely
related to so-called low complexity sequences and prion-
like domains, are strongly implicated in promoting ribonu-
cleoprotein assembly. For example, the IDR of Ddx4, a
key RNA helicase in nuage bodies, forms droplets in the
nuclei of HeLa cells when fused to YFP and expressed at
high concentrations (19). Furthermore, a closely related
P-granule RNA helicase, LAF-1, forms droplets in vitro in
an IDR-dependent manner (10) and is implicated in
P-granule assembly along with other disordered proteins
(20). Similarly, the nucleolar protein, fibrillarin, also forms
in vitro droplets dependent on protein concentration and the
presence of an IDR (21). Recently, an abundance of IDRs
has been demonstrated to form droplets in vitro, including
stress granule proteins hnRNPA1 (13,22), FUS (22–24),
and TDP-43 (25) and the Q-rich fungal protein Whi3 (26).
Together with oligomerizing self-interaction domains and
other forms of valency amplification (unpublished data),
IDRs are a central driving force for phase separation.

In addition to protein concentration, the presence of salt
and RNA are two additional parameters strongly affecting
the formation and resulting properties of droplets
(10,21,24,26–28). For example, LAF-1 droplets at a lower
salt concentration are more viscous because of an increase
in both the droplet protein concentration and protein-pro-
tein interactions (27). The time after phase separation
also appears to play a role in droplet properties, with pro-
teins such as FUS, hnRNPA1, Whi3, and fibrillarin
initially forming liquid-like droplets that transition to
more solid-like behavior over the course of several hours
(13,21,23,26,28,29). Changes in bulk viscosity may also
impact the mesh size inside droplets (i.e., the average
distance between polymer chains), which would have
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consequences for the diffusion and partitioning of proteins
that are this size scale (27). Importantly, because protein
diffusion coefficients are expected to impact reaction rates,
these microstructural characteristics could have important
implications for condensate function. For example, higher
diffusion coefficients may be advantageous for transcribing
ribosomal RNA in the nucleolus, whereas low diffusion co-
efficients associated with solid-like assemblies such as the
Balbiani body may facilitate quiescence during biomole-
cular storage (4). Quantitatively measuring protein diffu-
sion coefficients would enable direct comparison of
condensates and in vitro proteins, potentially facilitating
new insights into condensate function.

Although many studies use FRAP to assess whether
the dynamics within condensates are more qualitatively
fluid or solid-like, few use these measurements to extract
precise quantitative information. Because of the liquid-
like properties of many condensates, full recovery of the
fluorescence signal after photobleaching primary compo-
nents is often observed (30), allowing for extraction of
diffusion coefficients by fitting the data to a diffusion
model. Even within intracellular condensates with a
solid-like scaffold, components that are not part of the
solid scaffold may still be highly mobile and exhibit sig-
nificant and quantifiable FRAP recovery; care must
clearly be taken in interpreting rapid molecular dynamics
as reflective of an underlying liquid state (31). The large
number of components in cells complicates analysis
because the network of potential binding partners is
expected to impact fluorescence recovery (32). Thus,
many studies make use of bottom-up approaches, using
purified proteins and fitted fluorescence recovery data to
estimate diffusion coefficients.
TABLE 1 Summary of Primary Models Used in the Literature to Fit

Model Used Protein Marker

Simple exponential NPM-1 in vitro and in vivo

hnRNPA1 in vitro

FUS in vitro

SH34 in vitro

Simple exponential LAF-1 in vitro

Whi3 in vitro

PGL-1 in vivo C. elegans

SIM and polySUMO in vitro

Simple exponential PUB, Lsm, Tia1, FUS in vitro

FUS in vitro

G3BP in vivo cell culture

LSM4 in vivo cell culture

CPEB4 in vivo cell culture

2D infinite TDP-43 in vivo rodent neurons

RNA (pA15, pN15, pU15) in vitro

IBB in vivo cell culture

FUS LC in vitro

CAR-1 in vivo oocytes

FUS in vitro

The third column denotes whether t, D, or half time to recovery, t1/2, was calcu
Despite a multitude of FRAP models that currently exist
(32–40), only two are typically used in the literature to inter-
pret FRAP data for biomolecular condensates: a simple
exponential model or a two-dimensional (2D) infinite model
(Table 1). Often, the simple exponential is used to make
qualitative comparisons between proteins or experimental
conditions by comparing t, the (e.g., exponential) timescale
for recovery; t1/2, the time at which half of the fluorescence
recovers; or D, the diffusion coefficient. Importantly, fitting
the same data set with both models can result in a different
estimated D; diffusion coefficients are seen to vary by a fac-
tor of roughly five when applied to LAF-1 protein droplets
at 80 mM NaCl (Fig. 2). This finding raises questions about
what assumptions give rise to these models and whether
they are met in experiments. For example, when is quasi-
2D, radial diffusion expected, or do quasi-three-dimensional
(3D) or one-dimensional (1D) models better describe the
physics? Additionally, when can droplets be considered
large enough to use an infinite model, and what model
best describes bleaching an entire droplet? Interpretation
of results from such model fitting should thus be
done with care, not only for accurate diffusion coefficient
measurements but also for comparison to reported
measurements.

Here, we address these issues by highlighting physical as-
sumptions that give rise to these two widely used models
and evaluate differences in predicted fluorescence profiles
and dynamics of average fluorescent recovery. Furthermore,
we utilize a previously published microfluidic device (41) to
create effectively infinite in vitro droplet phases and eval-
uate whether experimentally measured conditions resemble
model assumptions. We address how changes in experi-
mental conditions, such as the bleach spot size and the ratio
FRAP Data Inside Phase-Separated Protein Condensates
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FIGURE 2 FRAP data for LAF-1 at 80 mM NaCl (open black circles)

fitted using a simple exponential model (solid black line) and 2D infinite

model (dashed black line); see Table 2 and Table S2. (Upper inset) Repre-

sentative large droplet phases in whichz 5% of LAF-1 is labeled with Dy-

light 488 are shown: prebleach (left), postbleach (center), and t¼ 1045 5 s

(right). (Lower inset) Fitting to a simple exponential model results in a

factor-of-five-higher apparent D compared to a 2D infinite model (i.e.,

13.4 5 5.6 � 10�3, R2 ¼ 0.97 vs. 2.7 5 0.7 � 10�3 mm2/s, R2 ¼ 0.99).

Typical error bars are shown and represent SD of eight replicates. To see

this figure in color, go online.
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of bleach spot to drop size, can influence the apparent
measured diffusion coefficient and demonstrate how to
overcome this by choosing an appropriate model. Finally,
we develop a model to describe FRAP of entire in vitro
and in vivo droplets and compare measured diffusion coef-
ficients. These experiments reveal the possible presence of
interfacial resistance to mass transfer for in vitro droplets,
which may have important biological implications.
MATERIALS AND METHODS

Protein purification and preparation

Full-length LAF-1 was tagged with 6�-His and expressed in Escherichia

coli BL21 (DE3) using standard procedures. LAF-1 purification was per-

formed following Elbaum-Garfinkle et al. (10). Briefly, LAF-1 was purified

on Ni-NTA agarose resin (Qiagen, Hilden, Germany) followed by a HiTrap

Heparin column (General Electric Healthcare, Uppsala, Sweden) and stored

in Heparin elution buffer. Glycerol was added to 10% (vol/vol) before flash

freezing in liquid nitrogen and storing at �80�C. For FRAP experiments,

individual LAF-1 frozen aliquots were handled as described previously

(10,27). Briefly, to prepare unlabeled LAF-1, aliquots were thawed at

room temperature, centrifuged at 14,000 � g for 2 min, and buffer

exchanged (Merck Millipore, Tullagreen, Carrigtohill, Cork, Ireland;

0.5 mL volume, 10 KDa molecular weight cutoff) into high salt buffer

(20 mM Tris (pH 7.4), 1M NaCl, and 1 mM DTT) to inhibit droplet forma-

tion. Separately, Dylight488 N-hydroxysuccinimide ester (Thermo Fisher

Scientific, Rockford, IL) was conjugated to LAF-1 according to manufac-

turer protocols, and fluorophore-labeled LAF-1 was buffer exchanged

into high salt buffer. Then, protein solutions containing z 5% fluoro-

phore-labeled LAF-1 were mixed with no salt buffer (20 mM Tris (pH

7.4) and 1 mM DTT) to achieve a final salt concentration of 80 mM NaCl.
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Mammalian cell culture

Human embryonic kidney (Hek)293 cells were cultured in growth media

containing high glucose Dulbecco’s modified Eagle’s medium (Gibco,

Thermo Fisher Scientific, Rockford, IL), 10% fetal bovine serum (Atlanta

Biologicals, Flowery Branch, GA), and 10 U/mL penicillin-streptomycin

(Gibco, Thermo Fisher Scientific) and incubated at 37�C and 5% CO2 in

a humidified incubator. Cells were grown on 35 mm glass-bottomed

MatTek dishes (MatTek, Ashland, MA) coated with 0.25 mg/mL Fibro-

nectin (Sigma-Aldrich, Saint Louis, MO) to�70% confluency before being

transfected with plasmid DNA using Lipofectamine 3000 (Invitrogen,

Thermo Fisher Scientific, Rockford, IL) using manufacturer protocols.

Briefly, a transfection mixture of 250 mL containing 2.5 mg of plasmid

DNAwas added to a single 35 mm dish and removed 24 h post-transfection.

Transfected cells were imaged 24–48 h post-transfection. The plasmid

DNA used was Ddx4-YFP, where the DEAD-box domain in Ddx4 was pre-

viously replaced with YFP (kind gift from Timothy Nott lab, University of

Oxford). In Fig. 1, cells were fixed with 3.7% formaldehyde aqueous solu-

tion (Sigma-Aldrich) and permeabilized with 0.5% Triton X-100 (Promega,

Madison, WI), and double-stranded DNAwas labeled with Hoechst 33342

(Invitrogen, Thermo Fisher Scientific).
Device design and microfabrication

As described previously in Taylor et al. (41), the microfluidic device was

designed using AutoCAD and fabricated using standard photolithography

and soft lithography techniques. The device had a square geometry

(Fig. 6 A) and was 10 mm high.
Device operation and protein droplet formation

To achieve on-chip coalescence of LAF-1 droplets, microfluidic devices

were surface treated overnight by flushing with 1 wt% PF127 (Pluronic

F-127; Sigma-Aldrich) at 0.01 mL/h using a syringe pump (Chemyx,

Stafford, TX) as described previously (41) and soaked overnight in water

to prevent evaporation through the polydimethylsiloxane (PDMS) device.

After phase separation, a protein droplet solution was inserted into the

top channel at roughly 50 mL/h, and flow was stopped for image analysis.

For experiments on smaller LAF-1 droplets (i.e.,<40 mm diameter), protein

droplet solutions were added to a chambered cover glass (Grace Bio-Labs,

Bend, OR), pretreated with 1 wt% PF127 to minimize droplet wetting and/

or surface interactions.
FRAP

FRAP was performed using an inverted Nikon laser scanning confocal

microscope with a 60� oil immersion objective with numerical aperture

(NA) equal to 1.4 (Apo oil immersion; Nikon, Melville, NY). Bleaching

was performed inside large protein droplets inside microfluidic devices,

on smaller protein droplets in chambered cover glass wells, in Hek293

cells expressing Ddx4-YFP, and on 20 nm in diameter red fluorescent

beads in a 90% glycerol solution. For experiments in microfluidic de-

vices, a circular region of interest (ROI) is bleached using a laser with

488 nm wavelength at distances >10 mm from the edge of the droplet

phase and in the midplane of the device using a scanning speed (i.e.,

bleaching time) equal to 63 ms and 500 ms and bleaching power equal

to z 60 and z 500 mW for an ROI diameter equal to 3 and 1 or 50

mm, respectively. Experiments were conducted in separate microfluidic

devices on different droplets to determine the SD. For experiments in

chambered cover glass wells, a 3 mm ROI (488 nm wavelength) was

bleached with 63 ms bleaching time and z 60 mW bleaching power in

the center (in the xy plane) of LAF-1 droplets, roughly 1–3 mm above

the cover glass surface depending on the droplet size. Experiments

were conducted in separate wells on different droplets to determine the
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SD. For both sets of experiments, a z-stack was acquired immediately af-

ter bleaching, and then images were collected at the midplane of bleach-

ing initially every 30 s, then every 3 min, and then every 6 min to reduce

photobleaching during acquisition. FRAP experiments of Ddx4-YFP

droplets were performed using 63 ms bleaching time and z13 mW

bleaching power, and images at the midplane of bleaching were acquired

immediately after bleaching (514 nm wavelength) initially every 0.3 s,

then every 1 s, and then every 3 s to reduce photobleaching during acqui-

sition. For FRAP experiments of 20 nm beads, a 125 ms bleaching time

and z 640 mW bleaching power was used; images were also acquired

immediately after bleaching at the midplane of bleaching, then every 1

s, then every 3 s and 5 s, and finally every 10 s to reduce photobleaching

during acquisition. Experiments were conducted in separate cells on

different droplets to determine SD. Laser power was measured after

the 60� objective (Apo oil immersion, NA ¼ 1.4; Nikon) using a hand-

held digital power meter (PM100D; Thorlabs, Newton, NJ) in scanning

mode for a 64 � 64 field of view.
Image analysis for FRAP

The center of the bleach spot was found by applying MATLAB (The

MathWorks, Natick, MA) code for an automated image thresholding and

identification of centroids. The time-dependent concentration is denoted

C(r, t). We define the normalized concentration, C*(r, t), as

C�ðr; tÞ ¼ ðCðr; tÞ�Cð0; 0ÞÞ���Cref

��Cð0; 0Þ�; (1)

where C(0, 0) is the minimal fluorescence intensity immediately after

bleaching (i.e., at the bleach spot center) and <Cref> is the average fluores-

cent intensity far from the bleach spot; C*(r, t) should be close to zero in the

middle of the bleach spot and, for full FRAP recovery, would uniformly

then approach a value of 1 at longer times. We use C*(r, t) to determine

the bleach spot radius, perform fits of the initial concentration profile,

and to display concentration profiles. The radius, R, of the bleach spot

was defined experimentally to be the half-width of where the normalized

initial concentration C*(r, 0) is equal to 0.75 (i.e., C*(R, 0) ¼ 0.75). The

average of the integrated fluorescent intensity, <C>, within the

bleach spot of radius R was next measured over time. We normalized

<C> according to

hC�iðtÞ ¼ ðhCðr; tÞi� hCðr; 0ÞiÞ���Cref

��hCðr; 0Þi�;
(2)

where <C(r, 0)> is the average of the initial fluorescent intensity

inside the bleach spot (i.e., the first image acquired after bleaching);

we note that this is not the same as the average of Eq. 1 because the

pixel values within the bleach spot vary. We use this normalized

average concentration <C*>(t) to perform fits of average fluorescence

recovery data to a variety of models. In our analysis, we assume that

the measured fluorescence intensity is linearly proportional to the

fluorophore concentration. Bleaching is commonly accomplished by

either using a stationary beam or a line scanning beam. The latter is

used here. For a stationary Gaussian laser beam, Axelrod et al. (33)

described the initial concentration profile as an exponential of the

stationary laser intensity distribution, represented by a Gaussian

function. Moreover, they describe the measured average fluorescence in

the bleach spot as the convolution integral of the laser intensity

distribution and the concentration within the spot. They also compare to

the result in which a uniform circular laser beam is used for bleaching,

which is equivalent to the 2D infinite model discussed here. Because of

the mostly uniform bleach profile achieved in our experiments (see

Results), using our non-step-initial condition model (see Results) and

Axelrod’s solution for a Gaussian laser beam result in similar measured

diffusivities., see Supporting Materials and Methods for more details.
We note that for less uniform initial profiles, introducing a convolution in-

tegral may increase accuracy.
Fluorescence correlation spectroscopy

Fluorescence correlation spectroscopy (FCS) experimentswere performedus-

ing an inverted Nikon A1 laser scanning confocal microscope with a 60� oil

immersion objective with NA ¼ 1.4 (Apo oil immersion; Nikon). Measure-

ments and data analysis were performed using the SymPhoTime Software

(Picoquant, Berlin, Germany) on free dye solutions, including Alexa 488

(succinimidyl ester; Thermo Fisher Scientific) and Dylight 488 (N-hydroxy-

succinimide ester; Thermo Fisher Scientific), inside the protein-lean phase

of a LAF-1 droplet solution, and in the nucleus of Hek293 cells expressing

Ddx4-YFP. For each sample, experiments were performed with a 30 s mea-

surement time and an oil immersion objective either 1 or 4 mm above the sur-

face. Autocorrelation curves are then fitted to Eq. S29 to obtain diffusivity and

concentration; see SupportingMaterials andMethods formore details. For ex-

periments on LAF-1 samples, protein droplet solutions were added to a cham-

bered cover glass (GraceBio-Labs), pretreatedwith 1wt%PF127 tominimize

droplet wetting and/or surface interactions.
Partition coefficient measurements

The ratio of concentration inside the droplet to that in the protein-lean phase

(i.e., the partition coefficient) is determined for LAF-1 and Ddx4-YFP sam-

ples. For LAF-1, the partition coefficient is calculated from the ratio of con-

centrations inside/outside of the droplet, and for Ddx4-YFP, from the ratio

of fluorescent intensities; see Supporting Materials and Methods for more

details. For experiments on LAF-1 samples, protein droplet solutions

were added to a chambered cover glass (Grace Bio-Labs), pretreated with

1 wt% PF127 to minimize droplet wetting and/or surface interactions.
RESULTS

Simple exponential recovery results from fixed
boundary and reaction-dominant models

Given the large number of studies that use a simple
exponential to fit average fluorescence recovery data and
extract diffusion coefficients, we sought to examine the un-
derlying transport models that yield this functional form.
One model that results in an exponential assumes reac-
tion-dominated transport (Table S2), in which motion is
limited by the kinetics of binding and unbinding rather
than diffusion (32). However, although binding kinetics
are likely relevant in many cases in living cells, we expect
that these binding effects are negligible in single-component
purified protein droplets, commonly employed in the field
(10,13,21,22,26,28). Here, we focus on such simplified
in vitro systems and examine models with only pure diffu-
sion. A second model that yields a single exponential as-
sumes that the concentration of fluorescent molecules at
the bleach spot boundary is fixed during the entire recovery
process and that the initial bleach profile resembles a step.
More detailed equations and boundary conditions are given
in the Supporting Materials and Methods. The resulting so-
lutions for the concentration profiles are well-known from
the literature (42) (Table S1) and can be integrated to obtain
the average normalized concentration, <C*>(t) (Table S2),
Biophysical Journal 117, 1285–1300, October 1, 2019 1289
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which is only a function of time and the characteristic time-
scale t.

In addition to the question of choosing appropriate model
boundary conditions, a second key element is the dimen-
sionality of the model. Often, one must determine whether
diffusion occurs effectively in one dimension, two dimen-
sions, or three dimensions, and for each dimension, the
equations describing the concentration distribution—and
so the average normalized concentration—have a different
form. Equations for one dimension (Cartesian coordinates),
two dimensions (cylindrical coordinates), and three dimen-
sions (spherical coordinates) diffusion are shown in Table
S2 for comparison. Nevertheless, in each case, taking only
the first term in the summation results in a single exponen-
tial. However, each fixed boundary and simple exponential
model has different factors preceding the exponential and
in the argument of the exponential. These factors are ex-
pected to result in different dynamics of the equations for
a given diffusion time, t. Moreover, because t ¼ R2/D for
all models, using the same initial bleach spot radius (e.g.,
R ¼ 1 mm) and diffusion coefficient (e.g., D ¼ 1 mm2/s)
will result in different dynamics of <C*>(t). Alternatively,
fitting the same data with these different time-dependent
equations would yield different values for t and hence D.

We show a graphical comparison of the equations from
Table S2 in Fig. 3, which underscores several salient fea-
tures. First, close agreement for t/t > 0.1 between the lead-
ing-order exponentials (dashed lines) and full series solution
FIGURE 3 Calculated<C*> vs. normalized time, t/t, for 3D (blue solid

line), 2D (black solid line), and 1D (red solid line) fixed boundary models;

simple exponential with A ¼ 1 (pink dashed line); and reaction-dominant

model with koff ¼ 1/t and Ceq ¼ 1 (black dotted line); see Table S2. t ¼
R2/D and R ¼ 1 for all diffusion models. Dashed blue, black, and red lines

correspond to the first term in the summation of the fixed boundary models

and show close agreement to full series solution at later times. (Inset)

Fitting all models to the 1D fixed boundary model shows that a different

t, and therefore D, would be calculated using each model. To see this figure

in color, go online.
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(solid lines) indicates a good description of the dynamics is
provided by the first term in the summation. Each increase
in dimension from one dimension (red line) to two dimen-
sions (black line) to three dimensions (blue line) results in
a faster recovery of<C*>(t), which makes sense physically
because diffusion can occur from more directions. Of the
fixed boundary models, the 1D model is most similar to
the simple exponential model (pink dashed line), which
has the slowest dynamics. Finally, the reaction-dominated
model is most similar to the simple exponential model
when koff ¼ 1/t and Ceq ¼ 1, the latter resulting from the
effective binding rate being much faster than unbinding.
The inset of Fig. 3 shows the value of t required to fit
each curve to the 1D model. Importantly, t, and therefore
D, can vary by over an order of magnitude between the
3D and simple exponential models. This observation im-
plies that drastically different diffusion coefficients may
be obtained from experiments, depending on the model cho-
sen to fit the data.

The key assumption in the fixed boundary models is that
the concentration of fluorescent molecules at the bleach spot
boundary is fixed. For bleach spots much smaller than the
droplet size, one would expect that the fluorescent concen-
tration at the bleach spot boundary will change over time
because fluorescent and bleached molecules freely ex-
change within a homogeneous droplet phase. Even for
bleach spot sizes comparable to the droplet size, as is typical
for experiments in living cells, fluorescent molecules may
still exchange with the surrounding reservoir, giving rise
to a changing fluorescent concentration. Therefore, the use
of an exponential function for the area-averaged concentra-
tion, which results from a fixed-boundary model to fit fluo-
rescent recovery data, is often not justified.
Infinite boundary models

Many publications (Table 1) use a model that allows for the
boundary concentration to change rather than assume the
concentration is fixed at the bleach spot boundary. One
such model assumes the droplet is effectively an infinite me-
dia, diffusion only occurs in two dimensions radially inwards
in the imaging planewith a step-like initial bleach profile, and
the prebleach fluorescence concentration is reached infinitely
far from the bleach spot. Often, the diffusion coefficient is
found from this model by calculating the half time, t1/2, cor-
responding to the time at which<C*>(t)¼ 0.5, and using the
relationship D ¼ 0.22R2/t1/2 (34) (Table 2, row 2). Alterna-
tively, one can fit <C*>(t) to the equation given in Table 2,
row 2 (34). Many publications have utilized this approach
instead of an exponential, raising the question of how the
dynamics of this 2D infinite model may differ from
fixed boundary models. We plot comparisons of these
two models (Fig. S1) to build intuition for the difference be-
tween the dynamics and assumptions of fixed versus infinite
boundary models; see SupportingMaterials andMethods for



TABLE 2 Expressions for the Average Normalized Concentration for Infinite BoundaryModels in One Dimension, Two Dimensions,

and Three Dimensions

Type Average Concentration D � R2/t1/2

1D pure diffusion (infinite boundary) hC�iðtÞ ¼ 1� erfððt=tÞ1=2Þþ ðt=ðptÞÞ1=2½1 � expð� t =tÞ� 0.93

2D pure diffusion (infinite boundary) hC�iðtÞ ¼ expð� t =ð2tÞÞ½I0ðt =ð2tÞÞ þ I1ðt =ð2tÞÞ� 0.22

3D pure diffusion (infinite boundary) hC�iðtÞ ¼ 1� erf
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error function and order zero modified Bessel function are denoted by erf and I0, respectively. t ¼ R2/D for all models.
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more details. As a result of exchange between bleached
molecules and fluorescent molecules over a larger length
scale, the infinite boundary model predicts slower recovery
within the initial bleach zone, a decrease in normalized
concentration outside the initial bleach zone, and a slower re-
covery of the integrated (average) concentration for the same
t. As with the fixed boundary models, the dimensionality of
the infinite boundarymodel can again strongly impact the re-
sulting rate of recovery, with higher dimension yielding
faster recovery with more confined concentration profiles
(Fig. S2). See Supporting Materials and Methods for more
details. These observations again imply that fitting the
same data with these different models would yield different
values for t and therefore yield different diffusion
coefficients.
Infinite boundary experiments

An infinite boundary model thus appears to better capture
the physics of bleaching within a large droplet and may be
applicable not only for large in vitro protein droplets such
as those examined here, but also potentially for large in vivo
condensates. However, it remains unclear under what exper-
imental conditions diffusion mainly occurs in one dimen-
sion, two dimensions, or three dimensions. To examine
this question, we sought to set up an effectively infinite
droplet phase, determine the shape of the initial bleach
FIGURE 4 Setting up of a microfluidic device to mimic a model with bounda

inserted into the inlet containing PDMS posts (red dashed box) is given. Protein

formed (black dashed box). (B) Example of protein droplets (e.g., LAF-1) stick

Right panel shows time lapse of coalescence; scale bars, 20 mm (adapted from T

reveals a symmetric, spherically shaped bleach spot using an ROI ¼ 3 mm. Imag

bleaching is performed >10 mm from the droplet-solution interface. To see this
spot and apparent dimensionality, and compare the diffusion
coefficient measured using the models described above. Pre-
viously, we showed that assembling large protein droplets
in vitro is readily achieved using a microfluidic device
(41) that coalesces many sub-micron-sized droplets to
form a single condensed droplet phase (�50–100 mm
wide and �10 mm high). As a model in vitro protein droplet
system, we utilized LAF-1, a key component of C. elegans P
granules. Upon lowering the salt concentration (NaCl),
LAF-1 phase separates to form spherical droplets, whose in-
ternal dynamics can be examined using FRAP.

Immediately after phase separation, LAF-1 droplets
(shown schematically in green in Fig. 4 A) are introduced
into a microfluidic device where the inlet contains PDMS
posts: the green arrow in the figure indicates the direction
of flow. Briefly, droplets are induced by the PDMS posts
to coalesce, forming a stream that is collected as a large
bulk phase (Fig. 4 B); for details, see (41). A circular ROI
is bleached at distances >10 mm from the edge of the
droplet phase (black dashed box in Fig. 4 A) and in the mid-
plane of the device. The 3D initial bleach spot shape is
determined by acquiring a z-stack immediately after bleach-
ing (Fig. 4 C). We observe that for an ROI ¼ 3 mm (i.e.,
radius R ¼ 1.5 mm), a roughly spherical bleach shape is
formed in the xz plane, with aspect ratio between the z
and x radii, d ¼ 1.1. Similarly, line scans through the bleach
spot center (Fig. 5 A) in the xy (black filled circles) and xz
ry conditions at infinity. (A) A schematic showing protein droplets (green)

droplets coalesce to form a larger droplet phase within which FRAP is per-

ing to PDMS posts and coalescing to form a protein-rich stream is shown.

aylor et al. (41)). (C) 3D volume view acquired immediately after bleaching

e contrast is adjusted for clarity. Device height is 10 mm, as indicated, and

figure in color, go online.
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FIGURE 5 (A) Measured concentration profiles

for bleach spots within in vitro LAF-1 droplets in

the xy plane (black circles) and xz plane (red

squares) (as indicated in Fig. 4 C) for two time

points using an ROI ¼ 3 mm. Here, t1 z 1 min

and t2 z 4 min after bleaching. The average of

eight replicates is shown. Error bars represent SD

of eight replicates. (B) Measured<C*> vs. t (black

open circles), obtained by integration of concentra-

tion profiles, is fitted to the 3D infinite model (blue

solid line), resulting in t ¼ 1900 s (31 min) and

D ¼ 0.0012 mm2/s. Typical error bars are shown

and represent SD of eight replicates. To see this

figure in color, go online.
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(red filled squares) planes are nearly symmetric at early
times. Moreover, negligible decrease in fluorescence inten-
sity is seen at the bottom and top device surfaces (i.e., at
r ¼ 5 mm), even after long times, consistent with the
assumption of an infinite droplet. Accordingly, we used
the 3D spherically symmetric infinite model to fit the
normalized average concentration over time (Fig. 5 B), re-
sulting in D ¼ 0.0012 5 0.0003 mm2/s. Here, we compare
the measured average fluorescence in the 2D detection plane
(2D average) to that predicted in the 3D detection volume
(3D average). We note that there is a small difference in
the predicted fluorescence recovery between a 2D and 3D
average (Fig. S3 A). Importantly, fitting the data to the 2D
average yields no significant change in D (Fig. S3 B) or
improvement in the R2, whereas the sum of squared resid-
uals gets slightly higher (Table S4). Alternatively, the 3D
1292 Biophysical Journal 117, 1285–1300, October 1, 2019
detection volume can be measured but would lead to greater
photobleaching during acquisition, a feature that is not ac-
counted for in these models.

The models described thus far assume that the initial
bleach profile closely resembles a step. However, the
measured initial profile is not a perfect step (Fig. 6, A and
B), an effect that arises here because of the roughly
Gaussian shape of the laser used for bleaching (33). We
sought to address how this assumption might affect the
measured diffusion coefficient by using the measured initial
profile as the model initial condition. Fitting the 3D infinite
model to the initial profile yields a nonzero normalized time,
ts* ¼ ts/t ¼ 0.014 (Fig. 6 B). Solving the differential equa-
tion with the initial condition defined by C*(r, ts*) gives a
new solution (blue dash-dotted line), Eqs. S6 and S7, to
the 3D infinite model, <C*>(t), that is shifted to the right
FIGURE 6 (A) Measured concentration profile

profiles for bleach spots within in vitro LAF-1

droplets in the xy plane immediately after bleach-

ing, using an ROI ¼ 3 mm. (B) Fitting the 3D infin-

ite model (black dashed line) to the measured

initial normalized profile results in a nonzero

normalized time, ts* ¼ ts/t ¼ 0.014. Model initial

profile, ts* ¼ 0, is shown as a black solid line.

(C) Solution for <C*> using C*(r, ts*) as the

initial condition (blue dash-dotted line) is shifted

to the right compared to using a step initial condi-

tion. (Inset) Using ts* as an offset time in the 3D in-

finite model with a step initial condition results in

an equivalent solution. (D) Measured <C*> vs. t

(black open circles) are fitted to the 3D infinite

model with non-step-initial condition (blue dashed

line), resulting in D ¼ 0.0017 5 0.0005 mm2/s.

Typical error bars are shown and represent SD of

eight replicates. To see this figure in color, go

online.
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compared to using a step initial condition (black dashed
line) (Fig. 6 C). Additionally, an equivalent solution is found
(inset, Fig. 6 C) by using ts* as an offset time in the 3D in-
finite model with step initial condition equation (i.e.,
<C*>(t þ ts)), where t starts from 0 (Eqs. S7 and S8).
Fitting the data (Fig. 6 D) with this updated model results
in D ¼ 0.0017 5 0.0005 mm2/s, a change of roughly 40%.

Fitting the same <C*>(t) to all 3D models, as well as 1D
and 2D infinite models, and to the simple exponential model
yields different results. The quality of fit for each model
varies significantly (Fig. 7 A; Table S5), and each fit results
in a different measured diffusion coefficient (Fig. 7 B).
Interestingly, the 3D infinite models (blue solid and dashed
lines in Figs. 7 A and S4) appear to fit better than most other
models, though the 2D infinite model appears to fit best, and
the 3D infinite model fits better than the 3D infinite nonstep
model (Table S5). This apparent discrepancy between fit
quality and model that should best describe the data could
result from many confounding effects (e.g., non-Newtonian
behavior of the high concentration protein droplets at long
times (21)) and is left for future studies. Moreover, the
measured D varies by over an order of magnitude between
the simple exponential versus 3D fixed boundary model
and by an order of magnitude between the simple exponen-
tial and 3D infinite models (Fig. 7 B). Plotting results on a
linear scale makes this difference more apparent (inset,
Fig. 7 B).

These results suggest that roughly spherical bleach spots
are well-described by a 3D infinite model. We examined
whether this might break down for nonspherical shapes,
for example, using ROI ¼ 50 and 1 mm, which result in
disk and elongated cylinder shapes, respectively (Fig. 8
A). We hypothesized that the dominant direction in which
diffusion would occur for these ROIs would be in the shorter
dimension. In this case, a disk (ROI ¼ 50 mm) would be ex-
pected to exhibit quasi-1D diffusion (i.e., along the z axis),
whereas an elongated cylinder (ROI ¼ 1 mm) would exhibit
quasi-2D, radial diffusion; a 3D infinite cylindrical model
confirmed this crossover in effective dimensionality
(Fig. S5) (see Supporting Materials and Methods for
more details). To examine this, we first determined the
diffusion coefficient by fitting the measured<C*>(t) versus
time for all three ROIs to the 3D infinite model
with nonstep initial condition (Fig. 8 B). This resulted in
D ¼ 0.0257 5 0.0066 mm2/s, 0.0010 5 0.0002 mm2/s,
and 0.0017 5 0.0005 mm2/s for ROI ¼ 50, 1, and 3 mm,
respectively. Although D is similar for ROI ¼ 3 and 1 mm,
it is over an order of magnitude larger for ROI ¼ 50 mm
when using a 3D infinite model and the radius in the xy
plane. This difference is remedied when fitting ROI ¼ 50
and 1 mm to the 1D and 2D infinite models with a nonstep
initial condition, respectively, and yields corresponding
D ¼ 0.0036 5 0.0007 and 0.0024 5 0.0006 mm2/s. In
both cases, the value is now closer to the mean value ob-
tained using ROI¼ 3 mm. For ROI¼ 50 mm, the half-height
of the disk is used to calculate D because this is the relevant
length scale for quasi-1D diffusion. Importantly, this finding
also demonstrates that despite a small amount of increased
bleaching in the xz direction (Fig. 5 A) for the roughly spher-
ical bleach shape, a 3D spherically symmetric infinite model
measures the same D within error as using a 2D infinite
model for an elongated cylindrical bleach spot.

These data imply that FRAP measurements for different
bleach shapes are consistent when the appropriate dimen-
sional model is chosen to fit the data. However, one consid-
eration is whether these models give quantitatively accurate
diffusion coefficients. We addressed this question by per-
forming a FRAP experiment in which 20 nm red fluores-
cent beads are bleached as they diffuse within a 90%
glycerol solution of known viscosity; bead diffusion coeffi-
cient can thus be readily calculated from the Stokes-Ein-
stein equation (see Supporting Materials and Methods for
more details). Using the 3D infinite model with nonstep
initial condition to fit <C*>(t) (Fig. S6) results in an accu-
rate D when compared to the prediction from the Stokes-
Einstein relation (i.e., DStokes-Einstein ¼ 0.094 5 0.003
mm2/s vs. D ¼ 0.066 5 0.025 mm2/s). This indicates that
the 3D infinite model with nonstep initial condition gives
quantitative measurements of D, provided the model as-
sumptions are met.

Many in vitro and most in vivo FRAP experiments are
performed on small droplets in which a larger fraction of
FIGURE 7 (A) Measured <C*> vs. t (black

open circles) inside bleach spots within in vitro

LAF-1 droplets using an ROI ¼ 3 mm fit to the

1D (red dashed line), 2D (black dashed line), and

3D (blue solid line) infinite boundary models

with a step initial condition; the 3D infinite bound-

ary with a nonstep initial condition (blue dashed

line); a simple exponential model (black solid

line); and the 3D fixed boundary model (blue

dotted line). (B) Measured diffusion coefficient

varies by over an order of magnitude depending

on the model chosen to fit the data. (Inset) Linear

scale. Typical error bars are shown and represent

SD of eight replicates. To see this figure in color,

go online.
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FIGURE 8 (A) Bleach spot shape (left drawn

shape) and xz image (right) obtained using an

ROI diameter equal to 50, 1, and 3 mm (left to right)

inside in vitro LAF-1 droplet phases. The measured

ratio between z and x radii, d, is 0.1, 2.9, and 1.1,

respectively. Arrows drawn on the shapes indicate

the dominant direction in which diffusion occurs

and results in effective model dimensions of one

dimension, two dimensions, and three dimensions

(left to right). (B) Fitting all data sets to the 3D in-

finite model with a nonstep initial condition results

in different D-values. (C) Fitting ROI ¼ 50, 1, and

3 mm data to the 1D, 2D, and 3D infinite models

with a nonstep initial condition results in more

similar measured diffusion coefficients. Typical er-

ror bars are shown and represent SD of at least

three replicates. To see this figure in color, go

online.
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the droplet is bleached, suggesting that infinite models
would be inapplicable. We thus sought to determine exper-
imentally how large droplets must be compared to the
bleach size to extract similar diffusion coefficients from
the same infinite model. We performed a series of FRAP ex-
periments on increasingly large droplets in which we fixed
the bleach radius, Rbleach ¼ 1.5 mm, so that Rdrop/Rbleach var-
ied from 1 to 10. As expected for this ROI, a roughly spher-
ical bleach shape is formed in the xz plane (Fig. 9 A), and the
entire droplet volume is bleached for Rdrop/Rbleach ¼ 1. This
suggests a 3D spherically symmetric model describes the
experimental geometry well. For comparison, we used the
3D infinite model with nonstep initial condition to fit all
1294 Biophysical Journal 117, 1285–1300, October 1, 2019
data. Surprisingly, a value as small as 2.3 for Rdrop/Rbleach

gave apparent diffusion coefficients, Dapp, within error of
our previous measurements in much larger droplets
(Fig. 9, B and C). However, full bleach of LAF-1 droplets,
Rdrop/Rbleach ¼ 1, results in Dapp that is an order of magni-
tude smaller than that measured in large droplets.
Finite boundary model

These results indicate that the 3D infinite model does not
accurately describe fully bleached finite droplets because
it results in a much smaller Dapp of LAF-1 inside droplets.
This arises from a much slower rate of fluorescence
FIGURE 9 (A) xz image of LAF-1 droplets

before and immediately after bleaching obtained

using an ROI diameter equal to 3 mm, where

Rdrop/Rbleach varies from 1 to 10. (B) Measured

apparent diffusion coefficients for each value of

Rdrop/Rbleach using the 3D infinite model with a

nonstep initial condition are shown. (C) Measured

apparent diffusion coefficient scaled by diffusion

coefficient measured in large droplets in microflui-

dic devices, Dinfinite ¼ 0.0017 5 0.0005 mm2/s, is

shown. Blue dashed line and shaded blue area indi-

cate average diffusion coefficient and SD, respec-

tively, measured in large droplets in microfluidic

devices. Typical error bars are shown and represent

SD of at least three replicates. To see this figure in

color, go online.
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recovery; we hypothesized that this rate is also set by the
concentration and diffusivity of fluorescent protein outside
of droplets. Accordingly, we derived a 3D spherically sym-
metric finite model (‘‘3D finite model’’) (Eq. S24) with the
diffusion coefficient and total protein concentration inside
and outside of the droplet defined as D, Cd,in, Dþ, and
CN, respectively (Fig. 10 A). The key assumptions are 1)
local equilibrium, C(R�, t) ¼ aC(Rþ, t); 2) continuity of
mass flux at the droplet-solution interface, DvC(R�, t)/
vr ¼ DþvC(Rþ, t)/vr; 3) only fluorescent molecules inside
the droplet are bleached; and 4) the protein-lean phase is in-
finite. Here, a is defined as the partition coefficient, i.e., the
ratio of total protein concentration in the condensed phase to
that in the protein-lean phase, and R� and Rþ represent be-
ing just on the inside or outside of the droplet interface,
respectively.

The resulting equations (Eqs. S14 and S15) were solved
analytically using the Laplace transform method; see Sup-
portingMaterials andMethods formore details.We highlight
several key observations, which can be seen graphically in
Fig. 10. First, for diffusivity ratioD/Dþ¼ 1/1000, increasing
the partition coefficient from 1 to 500 results in slower-
evolving and flatter concentration profiles inside droplets
(Fig. 10B). This effect arises from amuch lower pool of fluo-
rescent molecules outside of droplets that cannot quickly
replace the bleached molecules inside droplets. For
partition coefficient, a ¼ 10, increasing the diffusion
coefficient outside of droplets, Dþ, relative to D from 1/10
FIGURE 10 (A) Schematic of spherical model geometry with boundary condi

files for 3D finite model with D/Dþ ¼ 1/1000 and a ¼ 1 (blue dashed lines) and

dashed lines) andD/Dþ ¼ 1/10 (black dotted lines) are shown for three time poin

vs. t/t for 3D finite model with D/Dþ ¼ 1/1000 and a¼ 1 (blue dashed line) and

dashed lines) and D/Dþ ¼ 1/10 (black dotted lines) is shown. (F) Calculated <

finite model with a ¼ 1 and D/Dþ ¼ 1/1000 (blue dotted line) and D/Dþ ¼ 1 (m

color, go online.
to 1/1000 mm2/s speeds up recovery (Fig. 10 C). This arises
because of faster mixing outside of droplets and then ex-
change with bleached molecules inside droplets. Integrated
concentration in droplets<C*>(t) exhibits similar dynamics
(Fig. 10, D and E). The model with a ¼ 1 and D/Dþ ¼ 1 re-
duces to the 3D infinitemodel (Fig. 10F) because fluorescent
molecules are evenly partitionedwith equal diffusivities in an
infinite phase. Finally, if D/Dþ << 1 (e.g., D/Dþ ¼ 1/1000),
the dynamics approaches that of the 3D fixed boundary
model (Fig. 10 F) because rapid diffusivity outside of drop-
lets maintains a fixed concentration, C* ¼ 1, at the droplet-
solution interface.
Finite boundary experiments in vitro

We next sought to determine whether the concentration dy-
namics <C*>(t) in fully bleached finite droplets could be
fitted to the 3D finite model and whether it would result in
a similar value for diffusion coefficients inside drops, D.
For LAF-1 at 80 mM NaCl, we found a ¼ 1190 5 880,
calculated from the ratio of protein concentration inside/
outside of drops and Dþ ¼ 94 5 11 mm2/s from FCS mea-
surements; see Supporting Materials and Methods for more
details. Using these parameters, the measured <C*>(t) is
fitted to Eq. S24 (Fig. 11 A) and results in D ¼ 1.2 5
0.3 � 10�5, still two orders of magnitude lower than ex-
pected. Here, we use a step initial condition because bleach-
ing results in depletion in fluorescence of the entire droplet,
tions and parameters labeled. (B) Calculated normalized concentration pro-

a ¼ 500 (black dotted lines) and (C) with a ¼ 10 and D/Dþ ¼ 1/1000 (blue

ts. Here, t*¼ t/t and t1*¼ 0.03, t2*¼ 0.13, t3*¼ 0.5. (D) Calculated<C*>

a ¼ 500 (black dotted lines) and (E) with a ¼ 10 and D/Dþ ¼ 1/1000 (blue

C*> vs. t/t for 3D fixed (red dashed line), infinite (black dashed line), and

agenta dotted line) is shown. t ¼ R2/D for all models. To see this figure in
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FIGURE 11 (A) FRAP data for LAF-1 at 80 mM NaCl (open black cir-

cles) using Rdrop/Rbleach ¼ 1 fitted using the 3D finite model (purple dashed

line). (Inset) Fitting to the 3D finite model results in a two-orders-of-magni-

tude-lower apparentD compared to that measured for Rdrop/Rbleach>>1 us-

ing the 3D infinite nonstep model (i.e., 1.25 0.3� 10�5 and R2 ¼ 0.97 vs.

1.7 5 0.5 � 10�3 mm2/s). (B) Fitting the data to the 3D finite model with

interface resistance (black dotted line) yields k ¼ 0.08 5 0.01 mm/s, and

R2 ¼ 0.71. Typical error bars are shown and represent the SD of five repli-

cates. To see this figure in color, go online.
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resulting in a flat concentration profile. We note that in our
experiments, the bottom surface of the droplet is in contact
with a solid surface and not surrounded by an infinite pool of
protein-lean phase. However, because this is small
compared to the overall droplet surface, we do not expect
this feature to lead to a two-orders-of-magnitude decrease
in the apparent D.

The 3D finite model thus appears to greatly underestimate
the diffusion coefficient inside droplets. One key assump-
tion of this model is local equilibrium at the interface,
C(R�, t) ¼ aC(Rþ, t), or that there is no interfacial resis-
tance. However, in studies of various nonbiological systems,
a number of groups have studied the effect of interfacial
resistance on diffusion of a component between two phases
(43–49). We sought to estimate this resistance by using a
transfer coefficient, k, and replacing the local equilibrium
boundary condition by equating the mass flux on each
1296 Biophysical Journal 117, 1285–1300, October 1, 2019
side of the interface to that at the interface, DvC(R�, t)/
vr ¼ DþvC(Rþ, t)/vr ¼ �k[C(R�, t) � aC(Rþ, t)]; see
also (43). Thus, in the case of no resistance, k approaches
infinity, and local equilibrium is established, C(R�, t) ¼
aC(Rþ, t); see Supporting Materials and Methods for
more details. The resulting solution (Eq. S28) depends
also on k, with higher k indicating less interfacial resistance
and leading to faster predicted recovery (Fig. S7). We
estimate k for LAF-1 droplets by fitting <C*>(t) to Eq.
S28 using the parameters D ¼ 0.0017 5 0.0005 mm2/s,
a ¼ 1190 5 880, and Dþ ¼ 94 5 11 mm2/s. Fitting results
in k ¼ 0.08 5 0.01 mm/s, indicating significant interfacial
resistance (Fig. 11 B). However, we note the best model
fit to the data underestimates the early time recovery and
overestimates the late time recovery (see Discussion),
R2 ¼ 0.71.
Finite boundary experiments in vivo

The presence of interfacial resistance (i.e., slowermass trans-
fer at the interface) apparent for in vitro LAF-1 droplets may
be relevant in living cells. Indeed, proteins such as fibrillarin
and HP1a have been reported to have an order of magnitude
slower diffusion coefficient at phase interfaces of the nucle-
olus and HP1a domains, respectively (50). However, it is un-
clear whether these measurements indicate the presence of
interfacial resistance and how this would affect FRAP exper-
iments with Rdrop/Rbleach ¼ 1. Intracellular Ddx4-YFP drop-
lets appear to recover much faster than in vitro LAF-1
droplets (i.e., compare Fig. 1 D with Fig. 2: 50% recovery
within 2 versus 3500 s for Ddx4 and LAF-1, respectively),
which is consistent with negligible interfacial resistance,
but could alternatively simply be a result of a lower a (i.e.,
14 5 6 vs. 1190 5 880) or higher D. However, applying
the 3D finite model with interface resistance to intracellular
Ddx4 droplets, we obtained D ¼ 0.023 5 0.009 mm2/s and
k¼ 6485 600 mm/s (Fig. S8A), suggesting interfacial resis-
tance (1/k) may indeed be negligible for thesemodel intracel-
lular condensates (Fig. S7). But we note that the data can be
fitted nearly as well (R2¼ 0.86 vs. 0.98) with a value for k two
orders of magnitude smaller, provided the diffusion coeffi-
cient is also significantly larger (Fig. S8 B). In any case, as
with the in vitro data (i.e., Fig. 11 A), independent measure-
ments ofDwill be important for careful analysis of the poten-
tial role of interfacial resistance in intracellular protein
condensates.
DISCUSSION

In this work, we addressed several key challenges associated
with interpretation of FRAP results, utilizing amodel in vitro
LAF-1 system aswell asmodel intracellular phase separating
systems. First, we highlighted assumptions that give rise to
twowidely used models, explored variations of such models,
and evaluated differences in apparent diffusivity obtained
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when using these models to fit FRAP data. The breakdown in
model assumptions was tested by performing FRAP experi-
ments on LAF-1 droplets of decreasing size. We attempted
to address the lowest limit, when bleach and droplet sizes
were equal, by developing a model accounting for diffusivity
and concentration in the protein-lean phase. Using this finite
model resulted in a surprisingly lower diffusivity than ex-
pected; we hypothesize that this discrepancy results from
resistance to mass transfer at the droplet-solution interface,
which can be estimated by modifying the finite droplet
model.

Two models commonly used to fit FRAP recovery data
are a simple exponential and a 2D infinite model. To test as-
sumptions in the 2D infinite model, we used a microfluidic
device to set up an effectively infinite droplet phase of the
model protein LAF-1. We found that fluorescent concentra-
tion far from the bleach spot center (i.e., 5 mm) was constant
over time, indicating that the assumption of an infinite phase
would be appropriate. However, when bleaching is per-
formed closer to droplet boundaries (i.e., <5 mm) or when
a greater percentage of the droplet is bleached, an infinite
phase may not be a good assumption. In these cases, recov-
ery will also be influenced by the partitioning of fluorescent
molecules into the droplet and does not only reflect reorga-
nization within the phase. Thus, in many experiments, using
an infinite model to estimate diffusion coefficients is not
justified. Indeed, for values of Rdrop/Rbleach lower than �3,
this model resulted in a decrease in the apparent diffusion
coefficient. Values for larger Rdrop/Rbleach were consistent
with measurements in effectively infinite droplets. However,
this threshold value will be system-specific and should be
impacted by relative diffusivities and protein concentrations
inside and outside droplets. Thus, it is necessary to avoid
these confounding size effects to extract meaningful esti-
mates of diffusivity.

When fitting to infinite phase models, quasi-2D diffusion
is often assumed. Here, we demonstrated this is not always
an accurate assumption and that the dominant direction for
diffusion depends on the initial bleach shape. Using a 2D
model to fit quasi-3D diffusion data results in roughly a fac-
tor of two difference in the diffusion coefficient; an even
greater difference was found for 3D model fits to quasi-
1D diffusion data. These differences are especially impor-
tant when comparing different experimental conditions
because bleach shape and therefore dimension are affected
by ROI size, laser power, and diffusion coefficient (37). If
ROI size is changed, this may change the effective model
dimension, which, if not corrected for, can lead to apparent
differences in measured diffusivity (Fig. S9) and to
erroneous conclusions (e.g., the presence of binding and un-
binding kinetics (32)). Depending on the appropriate infin-
ite-phase-model dimension, the equations given in column
2 of Table 2 can be used to fit average normalized fluores-
cent recovery data or the relationships given between t1/2
and D in column 3. Importantly, these equations should be
used for similar shapes as achieved in the Results. More
elliptical initial bleach shapes may require a 3D model
that is not spherically symmetric (51). Finally, determining
the initial 3D photobleached shape by acquiring a z-stack
immediately after bleaching may be impossible for faster-
diffusing species, as seen for Ddx4-YFP condensates. A
possible method is to fix the sample before photobleaching
to determine the bleached shape for the chosen experimental
parameters. However, for faster-diffusing species, the
bleach shape may differ or be larger for nonfixed versus
fixed samples (52), and future studies are required to test
this approach.

The second model commonly used to fit FRAP data, a
simple exponential, is often used to assess qualitative differ-
ences in dynamics by determining the characteristic recov-
ery time: either exponential timescale, t, or half recovery
time, t1/2. Simple exponential recovery can arise from reac-
tion-dominant diffusion (39), which may be particularly
relevant in cellular systems, in which the presence of multi-
ple species may increase the likelihood of binding reactions.
To test for this, one should demonstrate that bleaching a
larger spot results in the same recovery rate because the
binding rate, unlike diffusion, does not depend on bleach
spot size (32). However, significant changes in spot size
may lead to a different reaction-diffusion regime because re-
action-dominant diffusion assumes the on rate of binding,
kon*, is slow compared to diffusion time, td ¼ R2/D, or
that the Damkohler number Da ¼ kon*R

2/D << 1 (32).
In the absence of binding, a simple exponential recovery

can arise for systems exhibiting a fixed concentration at the
bleach spot boundary. However, we find that the fluorescent
concentration at the bleach spot boundary is not constant
when bleaching spots smaller than the droplet (Fig. S10).
Assuming a fixed boundary concentration at an interface is
nevertheless often an accurate assumption, such as when
describing solute diffusion from a large external solution satu-
rated with fluorescent molecules to a separate phase such as a
hydrogel (53,54). For condensed RNA or protein phases,
assuming a roughly constant concentration at the droplet
boundary may only be strictly accurate for bleaching of an
entire droplet in which protein concentration inside and
outside of droplets is comparable. However, for many intra-
cellular condensates, the external solution typically has a
much lower protein concentration, and proceeding with a
fixedboundary concentration assumptionmaynot be justified.

Many of the models presented here, including those in the
literature, assume that the initial bleach profile is sharp and
step-like. However, for fast diffusion coefficients or for
small ROIs, this is not always the case because of both the
Gaussian shape of the laser used for bleaching and the finite
scan speed of a laser scanning confocal microscope to both
bleach and acquire images. Therefore, we suggest two
methods to account for nonstep initial profiles. First, exper-
imentally, one can try to minimize the time of bleaching and
acquisition by choosing the fastest frame rates and use
Biophysical Journal 117, 1285–1300, October 1, 2019 1297
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larger ROIs (i.e., >1 mm), which we found had more step-
like initial profiles. Second, one can account for the non-
step-like profile in a similar manner as done here: by fitting
the appropriate model equation for C*(r, ts*) to the initial
profile and using ts* in the appropriate model with a step
initial condition equation (i.e., <C*>(t þ ts)), where t starts
from 0, and fitting to normalized average concentration his-
tories. We suggest implementing both methods to increase
accuracy. A different method to account for a nonstep initial
condition has been proposed by Kang et al. (37,52) for 2D
geometries and uses both the user-defined ROI radius as
well as the measured ROI radius. Future studies may reveal
how diffusion coefficients measured using these two
methods compare.

A final general experimental consideration for bleaching
in ‘‘infinite’’ phases not explored in detail here is the issue of
nonspecific photobleaching during acquisition. Here, the
time between image acquisitions was increased at later
times to reduce the impact of further photobleaching. How-
ever, for even slower diffusing species, this can still present
an issue. Continued nonspecific photobleaching of the im-
age capture area will result in a net influx of fluorescent mol-
ecules from outside the image capture area, a feature that is
not accounted for in the models presented here. For more
details on this effect and a possible method to correct for
this, see Jonsson et al. (55).

Many experiments in living cells utilize bleaching of
the entire condensate. Thus, we also explored models to
use when the bleach spot is the same size as the droplet.
We analyzed FRAP data for Ddx4 in living HEK293 cells,
for which we applied the 3D finite model, and interrogated
whether local equilibrium is met. Ideally, the diffusivity
inside condensates for which Rdrop/Rbleach is large would
be measured using an infinite model of appropriate dimen-
sion and then compared to the finite models fit from
bleaching the entire droplet. Indeed, in the case of
in vitro LAF-1 droplets under the local equilibrium
assumption, this model yielded values of D for LAF-1
that appear much too small compared to values obtained
with large droplets analyzed with an infinite model. We
speculate that this reflects a breakdown of the local equi-
librium condition at the interface due to an additional
interfacial resistance, which was estimated using a modi-
fied boundary condition of the finite droplet model, ac-
counting for interfacial mass transfer. We note, however,
that the quality of the fit was relatively poor (Fig. 11 B).
Complementary experiments, for example, performing
raster image correlation spectroscopy in the vicinity of
the droplet interface as was recently done (50), may yield
additional insights. Nonetheless, future work will be
required to better understand the origin of these apparent
interfacial resistance effects (56); this could potentially
shed light on novel biological functions associated with
biomolecules that modulate the interfacial properties of
intracellular condensates.
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Both finite models introduce additional parameters a,Dþ,
and, for the interfacial resistance model, k. We observed that
certain parameter values lead to reduced sensitivity in the
predicted <C*>(t). For example, a lower a results in
reduced sensitivity in the predicted <C*>(t) with changes
in the parameter D/Dþ (Fig. S11, A–C), and a lower D/Dþ
results in reduced sensitivity to the parameter a (Fig. S11,
D–F). This suggests that recovery rate for systems that
meet these criteria (i.e., small a or D/Dþ) is set by either
the partition coefficient or diffusivities, respectively. Indeed,
we observed that for LAF-1, order of magnitude differences
in the input value of a resulted in little difference in the fitD,
indicating that LAF-1 was predicted to be limited by diffu-
sivities. Although this was not an issue for fitting D of
LAF-1, using the 3D finite model to fit for a using the
known values for D/Dþ would result in a-values that are
not meaningful. Thus, it is necessary to determine that the
model is sensitive to different values of the fit parameter
in the regime that is relevant for that system.

Diffusivity values have been widely used to infer vis-
cosity values, assuming bleached components diffuse as
dilute, spherical solutes in a manner predicted by the
Stokes-Einstein relation. Thus, the accuracy of the
measured diffusion coefficient can also greatly affect vis-
cosity estimates. One important consideration is whether
conformationally heterogeneous intrinsically disordered
proteins diffuse as spherical solutes. Moreover, whether
the high concentrations inside condensed phases, from a
semidilute (27) to a higher overlap regime (19), allow
for Stokes-Einstein predicted scaling of diffusivity to vis-
cosity is not well understood. In some cases, more compli-
cated polymer models such as reptation (57) may better
predict the relation between diffusivity and viscosity.
Finally, as shown previously, probes below or on the
same size scale as the droplet mesh size experience
different apparent viscosities (27). We anticipate that
such considerations will provide valuable insights into
the connection between properties and molecular dy-
namics, which is likely key to understanding their connec-
tion to condensate function.
CONCLUSION

Because of the simplicity of performing a FRAP experi-
ment, FRAP is widely used to qualitatively assess the mate-
rial state of condensates and sometimes to estimate diffusion
coefficients. However, several confounding effects pre-
sented here, including dimensionality and breakdown in in-
finite boundary and local equilibrium assumptions, may lead
to misinterpretation of FRAP data. We have demonstrated
here order-of-magnitude differences in the estimated diffu-
sion coefficients depending on the model used. Choosing
a model with assumptions that meet experiments will yield
meaningful estimates for the diffusion coefficient. These es-
timates will not only enable better comparison to literature
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values but will also allow the rapidly growing biomolecular
phase-separation field to elucidate the link between diffu-
sivity, material properties, and function of intracellular
condensates.
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Supplementary Methods 

Mathematical Models for FRAP Analysis: Large Drops 

To describe the fluorophore concentration profiles in a FRAP experiment inside large drops, we 
tested two commonly used models. The first model assumes that the concentration of fluorescent 
molecules at the bleach spot boundary is fixed during the entire recovery process, i.e., ܥሺܴ, ሻݐ 	ൌ
,ሺܴܥ 0ሻ ൌ ,ݎሺ∗ܥ ,ଵ, a constant. Equivalently, it assumes that the normalized concentrationܥ ሻݐ ൌ
ሺܥሺݎ, ሻݐ െ ,ݎሺܥ 0ሻሻ/ሺܥଵ െ ,ݎሺܥ 0ሻሻ, equals one at the boundary, ܥ∗ሺܴ, ሻݐ 	ൌ 	1. Supplementary 
Table 1 displays the equations for the concentration profiles in 1D (cartesian), 2D (cylindrical), 
and 3D (spherical), which are solutions to the diffusion equation ߲ݐ߲/∗ܥ ൌ  ଶ is׏ where ,∗ܥଶ׏ܦ
the Laplacian. The second model assumes that diffusion occurs in an infinite medium, i.e., the 
normalized concentration far from the bleach spot is fixed, ܥ∗ሺ∞, ሻݐ 	ൌ 	1. Here, C* is defined as 
,ݎሺ∗ܥ ሻݐ ൌ ሺܥሺݎ, ሻݐ െ ,ݎሺܥ 0ሻሻ/ሺܥሺ∞, ሻݐ െ ,ݎሺܥ 0ሻሻ. Supplementary Table 3 displays the 
equations for the concentration profiles in 1D (cartesian), 2D (cylindrical), and 3D (spherical). 
The concentration profiles are then integrated using the equations S1-S3 (for cartesian, 
cylindrical, and spherical coordinates respectively), yielding the average normalized 
concentration in Supplementary Table 2 and Table 2 in the main text.  

The average fluorescence recovery reported in the main text results from averaging in the 
2D imaging plane. However, the data are compared in the main text to the 3D infinite model 
averaged in the 3D volume. We sought to determine whether averaging the 3D infinite model in 
the 2D plane would result in any significant difference. The 3D infinite equation in 
Supplementary Table 3 row 3 was also averaged in the 2D plane using Eq. S2, resulting in Eq. 
S4. Predicted average fluorescence recovery in a 2D plane versus 3D volume of a sphere is very 
similar (Fig. S3). Moreover, using this 2D average led to no significant change or improvement 
in the R2 or measured diffusivities (Supplementary Table 4).  

ሻݐሺ〈∗ܥ〉    ൌ ׬ ,ݔሺ∗ܥ ݔሻ݀ݐ
ோ
ିோ / ׬ ݔ݀

ோ
ିோ                      (S1) 

ሻݐሺ〈∗ܥ〉    ൌ ׬ ,ݎሺ∗ܥ ݎ݀ݎሻݐ
ோ
଴ / ׬ ݎ݀ݎ

ோ
଴                                 (S2) 
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ሻݐሺ〈∗ܥ〉    ൌ ׬ ,ݎሺ∗ܥ ݎଶ݀ݎሻݐ
ோ
଴ / ׬ ݎଶ݀ݎ

ோ
଴                     (S3) 

ሻݐሺ〈∗ܥ〉 ൌ 	1 ൅ 2 ቀ ௧

గఛ
ቁ
ଵ/ଶ

െ 2 ቀ ௧

గఛ
ቁ
ଵ/ଶ

ሻ൯ݐ൫െ߬/ሺ4݌ݔ݁ െ

݂ݎ݁ ൬ቀ
ఛ

ସ௧
ቁ
ଵ/ଶ
൰ ൅ 2ሺݐ/߬ሻ݂݁ݎ ൬ቀ

ఛ

ସ௧
ቁ
ଵ/ଶ
൰ െ ሺݐ/߬ሻ݂݁ݎ ൬ቀ

ఛ

௧
ቁ
ଵ/ଶ
൰       (S4) 

Supplementary Table 1: Fixed boundary solutions  
Expressions for the normalized concentration for a 1D (cartesian), 2D (cylindrical), and 3D 
(spherical) FRAP model with concentration fixed at the bleach spot boundary, x = R in cartesian 
and r = R in cylindrical and spherical coordinates, see also (1). J0 and J1 are Bessel functions of 
the first kind of order zero and one, respectively. τ = R2/D for all models. 

Type Concentration 

1D Pure Diffusion 
(Fixed) 

C∗ሺx, tሻ ൌ 1 െ ∑ ସሺିଵሻ౤

ሺଶ୬ାଵሻ஠
exp ൬െ൫ሺ2n ൅ 1ሻπ൯

ଶ
t/ሺ4τሻ൰ஶ

୬ୀ଴ cos൫ሺ2n ൅

1ሻπx/ሺ2Rሻ൯  

2D Pure Diffusion 
(Fixed) 

C∗ሺr, tሻ ൌ 1 െ ∑ ଶ୎బሺ஑౤୰ሻ

ሺ஑౤ୖሻ୎భሺ஑౤ୖሻ
expሺെሺα୬Rሻଶt/τሻஶ

୬ୀଵ  with J଴ሺα୬Rሻ ൌ 0       

3D Pure Diffusion 
(Fixed) 

C∗ሺr, tሻ ൌ 1 ൅ ∑ ଶሺିଵሻ౤ ୱ୧୬ሺ୬஠୰/ୖሻ

୬஠ሺ୰/ୖሻ
expሺെሺnπሻଶt/τሻஶ

୬ୀଵ   
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Supplementary Table 2. Expressions for the average normalized concentration for fixed 
boundary models in 1D (cartesian), 2D (cylindrical), and 3D (spherical), a simple exponential 
model, and a reaction-dominant recovery model. For fixed boundary models, <C*>(t) was 
calculated by averaging the expressions given in Supplementary Table 1. Leading order refers to 
the first term in the summation, which is a good approximation at long times. Jo is the Bessel 
function of the first kind of order zero.* (2) 

Type Equation Leading Order 

1D Pure Diffusion 
(Fixed) 

C∗ۧሺtሻۦ ൌ 1 െ ∑ ଼

൫ሺଶ୬ାଵሻ஠൯
మ exp ൬െ൫ሺ2n ൅ஶ

୬ୀ଴

1ሻπ൯
ଶ
t/ሺ4τሻ൰  

C∗ۧሺtሻۦ ൎ 1 െ
0.8 expሺെ2.5t/τሻ  

2D Pure Diffusion 
(Fixed) 

C∗ۧሺtሻۦ ൌ 1 െ ∑ ସ

ሺ஑౤ୖሻమ
expሺെሺα୬Rሻଶt/ஶ

୬ୀଵ

τሻ 	with	J଴ሺα୬Rሻ ൌ 0

 

C∗ۧሺtሻۦ ൎ 1 െ
0.7 expሺെ5.8t/τሻ

 

3D Pure Diffusion 
(Fixed) 

C∗ۧሺtሻۦ ൌ 1 െ ∑ ଺

ሺ୬஠ሻమ
expሺെሺnπሻଶt/τሻஶ

୬ୀଵ C∗ۧሺtሻۦ   ൎ 1 െ
0.6 expሺെ10t/τሻ  

Simple 
Exponential 

C∗ۧሺtሻۦ ൌ Aሺ1 െ expሺെt/τሻሻ

 

N/A 

*Reaction  ۦC∗ۧሺtሻ ൌ 1 െ Cୣ୯expሺെk୭୤୤tሻ  N/A 

 

Supplementary Table 3: Infinite boundary solutions 
Expressions for the normalized concentration for a 1D (cartesian), 2D (cylindrical), and 3D 
(spherical) FRAP model with infinite boundaries, see also (1). The error function and order zero 
modified Bessel function are denoted by erf and I0, respectively. τ = R2/D for all models. 

Type Concentration 

1D Pure Diffusion 
(Infinite boundary) 

C∗ሺx, tሻ ൌ 1 െ ଵ

ଶ
ቄerf ቀ ଵି୶/ୖ

ଶሺ୲/தሻభ/మ
ቁ ൅ erf ቀ ଵା୶/ୖ

ଶሺ୲/தሻభ/మ
ቁቅ  

2D Pure Diffusion 
(Infinite boundary) 

C∗ሺr, tሻ ൌ 1 െ த

ଶୖమ୲
exp ቀെ

ሺ୰/ୖሻమத

ସ୲
ቁ ׬ exp ቀെ

ሺୱ/ୖሻమத

ସ୲
ቁ I଴ ቀ

୰ୱத

ଶୖమ୲
ቁ sds

ୖ
଴

 

3D Pure Diffusion 
(Infinite boundary) 

C∗ሺr, tሻ ൌ

1 െ ଵ

ଶ
൝erf ൭

ଵି୰/ୖ

ଶቀ౪
ಜ
ቁ
భ/మ൱ ൅ erf ൭

ଵା୰/ୖ

ଶቀ౪
ಜ
ቁ
భ/మ൱ൡ ൅

ୖ

୰
ቀ ୲

஠த
ቁ
ଵ/ଶ

ቄexp ቀെ
ሺଵି୰/ୖሻమத

ସ୲
ቁ െ
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exp ቀെ
ሺଵା୰/ୖሻమத

ସ୲
ቁቅ

 

 

 

Supplementary Table 4: Summary of sum of squared residuals, R2, and D from model fits (Eq. 
S4 and Table 2 row 2-3) to LAF-1 data in Fig. S3. 

Model fit Average type ∑ Residuals2 R2 Dx103 (μm2/s) 

3D Infinite non-step 2D 0.032 0.97 1.7 
3D Infinite non-step 3D 0.018 0.98 1.7 
3D Infinite 2D 0.014 0.99 1.4 
3D Infinite 3D 0.003 0.99 1.2 
2D Infinite 2D 0.001 0.99 2.6 

 

Supplementary Table 5. Summary of sum of squared residuals and R2 from model fits to LAF-
1 data in Fig. 7A. 

Model fit ∑ Residuals2 R2 
Exp 0.034 0.97 
1D Infinite 0.025 0.97 
3D Infinite non-step 0.018 0.98 
3D Fixed 0.010 0.99 
3D Infinite 0.003 0.99 
2D Infinite 0.001 0.99 

 

3D Non-step Initial Condition Model 

FRAP experiments with non-step initial bleaching profiles were modeled in two equivalent 
ways, as described in the Results section of the main text. In the first method, normalized initial 
concentration profiles for data measured using a 3 μm ROI (i.e., spherical initial shape) are fit to 
the 3D infinite model equation (Supplementary Table 2, row 3) to obtain ts

* = ts/τ and a new 
initial condition defined by C*(r,ts

*). The solution for a semi-infinite sphere with arbitrary initial 
condition is well-known from the literature (3) and is  

,ݎሺ∗ܥ  ሻݐ ൌ ଵ

ଶ௥ோሺగ௧/ఛሻభ/మ
׬ ,′ݎሺ∗ܥ ′ݎ݀′ݎ௦/߬ሻݐ ቂ݁݌ݔ ቀെ

ሺ௥ି௥ᇱሻమ

ସோమ௧/ఛ
ቁ െ ݌ݔ݁ ቀെ

ሺ௥ା௥ᇱሻమ

ସோమ௧/ఛ
ቁቃ

ஶ
଴         (S5) 

Integration of Eq. S5 following Eq. S3 with ܥ∗ሺݎ′,  ,௦/߬ሻ evaluated using Supplementary Table 3ݐ
row 3, gives  

ሻݐሺ〈∗ܥ〉 ൌ

1 ൅ ଺௧ೞሺ௧ೞା௧ሻభ/మ

ఛయ/మሺగሻభ/మ
ቂ݁݌ݔ ቀെ ఛ

௧ೞା௧
ቁ െ 1ቃ ൅ 3ሺݐ௦/߬ሻ݂݁ݎ ቀ

ఛభ/మ

ሺ௧ೞା௧ሻభ/మ
ቁ െ
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ଷ

ସோరሺగ௧/ఛሻభ/మ
׬ ݎ݀ݎ
ோ
଴ ׬ ′ݎ݀′ݎ ቂ݂݁ݎ ቀ ଵା௥ᇱ/ோ

ଶሺ௧ೞ/ఛሻభ/మ
ቁ ൅ ݂ݎ݁ ቀ ଵି௥ᇱ/ோ

ଶሺ௧ೞ/ఛሻభ/మ
ቁቃ ቂ݁݌ݔ ቀെ

ሺ௥ି௥ᇱሻమ

ସோమ௧/ఛ
ቁ െ

ஶ
଴

݌ݔ݁ ቀെ
ሺ௥ା௥ᇱሻమ

ସோమ௧/ఛ
ቁቃ               (S6) 

For non-step initial conditions (i.e., ݐ௦ ് 0), <C*>(0) in Eq. S6 is not equal to zero. Thus, to 
compare our data which is normalized such that <C*>(0) = 0, we re-normalize the model 
equation before fitting to obtain 〈ܥ௙௜௧

∗ 〉ሺݐሻ. 

௙௜௧ܥ〉
∗ 〉ሺݐሻ ൌ ሺ〈ܥ∗〉ሺݐሻ െ ሺ0ሻሻ/ሺ1〈∗ܥ〉 െ  ሺ0ሻሻ                 (S7)〈∗ܥ〉

   

The second method can be used for data fit to the 3D, 2D, and 1D infinite model equations. 
Rather than use ܥ∗ሺݎ′,  ௦/߬ሻ in Eq. S5, t is replaced with ts+t  in the equations in Table 2 of theݐ
main text. As an example, using this substitution in the 3D infinite model leads to Eq. S8. 

ሻݐሺ〈∗ܥ〉 ൌ 1 െ ݂ݎ݁ ቀ ఛభ/మ

ሺ௧ೞା௧ሻభ/మ
ቁ ൅ ఛభ/మ

గభ/మሺ௧ೞା௧ሻభ/మ
ቂ3 െ ݌ݔ݁ ቀെ ఛ

௧ೞା௧
ቁቃ ൅ 2

ሺ௧ೞା௧ሻయ/మ

గభ/మఛయ/మ
ቂ݁݌ݔ ቀെ ఛ

௧ೞା௧
ቁ െ 1ቃ 

                 (S8) 

Again, for non-step initial conditions (i.e., ݐ௦ ് 0), <C*>(0) in Eq. S8 is not equal to zero and 
we use Eq. S7 to re-normalize the model equation before fitting the data. The same procedure 
was used when fitting data to the 2D and 1D infinite models with non-step initial conditions. 

3D Cylindrical Model 

To determine quantitatively whether one expects quasi-1D or quasi-2D dynamics for bleach 
ROIs of 50 and 1 µm (Fig. 8A), respectively, we compared <C*> dynamics of 1D and 2D 
Infinite models to a 3D cylindrical model in an infinite medium with different aspect ratios of the 
geometry. The solution for a cylindrical source was shown previously by Penkova et al. (4) and 
can be rewritten for a cylindrical sink (i.e., concentration within the cylinder is lower than 
outside) with concentration normalized as  

,ݎሺܥ ,ݖ ሻݐ ൌ 1 െ ଵ

ଶ
ቄ݂݁ݎ ቀ ௭ା௔

ሺସ஽௧ሻభ/మ
ቁ െ ݂ݎ݁ ቀ ௭ି௔

ሺସ஽௧ሻభ/మ
ቁቅ ൅ ଵ

ଶ
ቄ݂݁ݎ ቀ ௭ା௔

ሺସ஽௧ሻభ/మ
ቁ െ ݂ݎ݁ ቀ ௭ି௔

ሺସ஽௧ሻభ/మ
ቁቅ ൈ

݌ݔ݁ ቀെ ሺ௥మା௕మሻ

ସ஽௧
ቁ∑ ቀ ௥మ

ସ஽௧
ቁ
௡ ଵ

௡!
ஶ
௡ୀ଴ ∑ ቀ ௕

మ

ସ஽௧
ቁ
௞ ଵ

௞!
௡
௞ୀ଴            (S9) 

where a and b are the half height and radii of the cylinder, respectively, r and z are the radial and 
axial coordinates, respectively, and D is the diffusion coefficient. To simplify Eq. S9 we define 
dimensionless variables ݐ∗ ൌ ߜ ,ሻܦ/ሺܾଶ/ݐ ൌ ∗ݎ	,ܾ/ܽ ൌ ∗ݖ ,ܾ/ݎ ൌ  Since our FRAP .ܾ/ݖ
measurements, and thus <C*>, are performed at the z = 0 plane, we also evaluate Eq. S9 at the z 
= 0 plane. These simplifications result in:  

,∗ݎሺܥ 0, ሻ∗ݐ ൌ

1 െ ݂ݎ݁ ቀ ఋ

ሺସ௧∗ሻభ/మ
ቁ ൅ ݂ݎ݁ ቀ ఋ

ሺସ௧∗ሻభ/మ
ቁ ൈ ݌ݔ݁ ൬െ

ሺ௥∗మାଵሻ

ସ௧∗
൰∑ ൬

௥∗మ

ସ௧∗
൰
௡
ଵ

௡!
ஶ
௡ୀ଴ ∑ ቀ ଵ

ସ௧∗
ቁ
௞ ଵ

௞!
௡
௞ୀ଴                             

      (S10) 

Integration of Eq. S10 using the formula in Eq. S2 results in: 
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,∗ݎሺܥ〉 0, 〈ሻ∗ݐ ൌ 1 െ ݂ݎ݁ ቀ ఋ

ሺସ௧∗ሻభ/మ
ቁ ൅ ݂ݎ4݁ ቀ ఋ

ሺସ௧∗ሻభ/మ
ቁ ∗ݐ ∑ ଵ

௡!
ஶ
௡ୀ଴

୻ሺଵା௡ሻି୻ሺଵା௡,ଵ/ሺସ௧∗ሻሻ

୻ሺଵା௡ሻ
Γሺ1 ൅

݊, 1/ሺ4ݐ∗ሻሻ               (S11)  

where Γሺ1 ൅ ݊ሻ is the complete gamma function, Γሺ1 ൅ ݊ሻ ൌ ׬ ݐሻ݀ݐሺെ݌ݔ௡݁ݐ
ஶ
଴ ൌ ݊!, and 

Γሺ1 ൅ ݊, 1/ሺ4ݐ∗ሻሻ is the incomplete gamma function, Γሺ1 ൅ ݊, 1/ሺ4ݐ∗ሻሻ ൌ

׬ ݐሻ݀ݐሺെ݌ݔ௡݁ݐ
ஶ
ଵ/ሺସ௧∗ሻ .  

 The value of δ required for achieving effectively quasi-1D diffusion was determined by 
evaluating ܥ∗ሺݔ,  (Supplementary Table 3) at x = 0 and fitting δ in Eq. S11 (Fig. S5A). We	ሻݐ
evaluate the equation at x = 0 since in our experiment we only measure at the mid-plane but 
expect quasi-1D diffusion to occur along the axial dimension above and below the midplane. We 
determined δ required for quasi-2D diffusion by evaluating 〈ܥ∗〉ሺݐሻ (Table 2 2D dimension) and 
fitting δ in Eq. S11 (Fig. S5A); we find that δ = 0.007 (i.e pancake-shaped) and δ = 10.84 (i.e. 
elongated cylinder) achieve effective 1D and 2D diffusion, respectively. These values are not 
experimentally obtainable for our system, however we can use δ = 0.1 and 2.9, towards these 
shapes. Fig. S5B shows the comparison of the 3D cylindrical model using these parameters to 
1D and 2D diffusion. For 2D diffusion, the models are similar, but begin noticeably deviating at 
roughly <C*> ~ 0.8. For 1D diffusion they are also similar but significant deviations are noted 
even at  <C*> ~ 0.6. This suggests that FRAP data obtained using δ = 0.1 and 2.9 can be 
reasonably well-fit to the 1D and 2D infinite models, respectively. 

3D Finite Model: Local Equilibrium 

To describe the fluorophore concentration profiles in a FRAP experiment inside drops where 
Rdrop/Rbleach = 1, we developed a 3D spherically symmetric finite model. To describe the 
concentration profiles in each phase, we utilize the one-dimensional form of Fick’s second law 
for the bleached concentration, Cb, in each phase in spherical coordinates.  

డ஼್ሺ௥,௧ሻ

డ௧
ൌ ܦ ቀడ

మ஼್
డ௥మ

൅ ଶ

௥

డ஼್
డ௥
ቁ ݎ ൏ ܴ          (S12) 

      
డ஼್ሺ௥,௧ሻ

డ௧
ൌ ାܦ ቀ

డమ஼್
డ௥మ

൅ ଶ

௥

డ஼್
డ௥
ቁ ݎ ൐ ܴ            (S13) 

Here, D and D+ are the protein diffusion coefficients in the droplet and protein-lean phase, 
respectively, r is the spherical coordinate for diffusion, and R is the droplet and bleach radius 
(see Fig. 10A). Local equilibrium at the droplet-solution interface gives the boundary condition 
,௕ሺܴିܥ ሻݐ ൌ ,௕ሺܴାܥߙ  ሻ, where α is the ratio of total protein concentration in the condensedݐ
phase to the protein-lean phase, and R- and R+, represent being just on the inside or outside of the 
droplet interface, respectively. Equating the mass fluxes at the droplet-solution interface gives 
the second boundary condition ܥ߲ܦ௕ሺܴି, ݎ߲/ሻݐ ൌ ,௕ሺܴାܥା߲ܦ  The third and fourth .ݎ߲/ሻݐ

boundary conditions come from symmetry at the droplet center 
డ஼್ሺ଴,௧ሻ

డ௥
ൌ 0 and assuming the 

protein-lean phase is an infinite sink such that lim௥→ஶ ,ݎ௕ሺܥ ሻݐ ൌ 0. The initial conditions in the 
droplet and protein-lean phases are ܥ௕ሺݎ, 0ሻ ൌ ሺ1 െ ݎ ௗ,௜௡ forܥሻܭ ൏ ܴ and ܥ௕ሺݎ, 0ሻ ൌ 0 for 
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ݎ ൐ ܴ. Cd,in is the total protein concentration inside the droplet phase, which is constant over 
time, and (1-K) is the fraction of unbleached protein in the droplet phase. Accordingly, the 
fluorescent protein concentration, Cf, is found using the relationship ܥ௕ ൅ ௙ܥ ൌ ݎ ௗ,௜௡ forܥ ൏ ܴ 
and ܥ௕ ൅ ௙ܥ ൌ ݎ ஶ forܥ ൐ ܴ, where C∞ is the total protein concentration in the protein-lean 
phase. 

To simplify Eqs. S12 and S13, we define dimensionless variables ݐ∗ ൌ ߬ ,߬/ݐ ൌ ܴଶ/ܦ, 
ߦ ൌ ߣ ,ܴ/ݎ ൌ ௕ߠ and ,ܦ/ାܦ ൌ ௕/ሾሺ1ܥ െ ݑ ௗሿ and use the transformationܥሻܭ ൌ  The .ߦ௕ߠ
resulting non-dimensional equations are           

డ௨ሺక,௧∗ሻ

డ௧∗
ൌ డమ௨

డకమ
ߦ   ൏ 1       (S14) 

డ௨ሺక,௧∗ሻ

డ௧∗
ൌ ߣ డ

మ௨

డకమ
ߦ  ൐ 1          (S15) 

Eqs. S14 and S15 are solved subject to the non-dimensionalized boundary and initial conditions 

,ሺ1ିݑ ሻ∗ݐ ൌ ,ሺ1ାݑߙ  ,ሻ∗ݐ
డ௨ሺଵష,௧∗ሻ

డక
െ ,ሺ1ିݑ ሻ∗ݐ ൌ ߣ ቂడ௨ሺଵశ,௧

∗ሻ

డక
െ ,ሺ1ାݑ ,ሺ0ݑ ,ሻቃ∗ݐ ሻ∗ݐ ൌ 0, 

limక→ஶ ,ߦሺݑ ሻ∗ݐ ൌ ,ߦሺݑ and ,݁ݐ݂݅݊݅ 0ሻ ൌ ߦ for ߦ ൏ 1 and ݑሺߦ, 0ሻ ൌ 0 for ߦ ൐ 1. We seek 
solutions using Laplace transforms of Eqs. S14 and S15 (with respect to ݐ∗); Laplace 
transformed variables are indicated with the overbar, and s represents frequency in the Laplace 
domain:  

തݑݏ െ ߦ ൌ డమ௨ഥ

డకమ
ߦ             ൏ 1      (S16) 

തݑݏ ൌ ߣ డ
మ௨ഥ

డకమ
ߦ   ൐ 1       (S17) 

where െߦ in Eq. S16 comes from the initial condition, ݑሺߦ, 0ሻ ൌ  Transformed boundary .ߦ

conditions are ݑതሺ1ି, ሻݏ ൌ ,തሺ1ାݑߙ  ,ሻݏ
డ௨ഥሺଵష,௦ሻ

డక
െ ,തሺ1ିݑ ሻݏ ൌ ߣ ቂడ௨

ഥሺଵశ,௦ሻ

డక
െ ,തሺ1ାݑ ,തሺ0ݑ ,ሻቃݏ ሻݏ ൌ 0, 

and limక→ஶ ,ߦതሺݑ ሻݏ ൌ   The solutions in Laplace transform space to Eqs. S16 and S17 are .݁ݐ݂݅݊݅

,ߦ௕തതതሺߠ ሻݏ ൌ
ଵ

௦
െ

൫ఒାሺ௦ఒሻభ/మ൯ ୱ୧୬୦൫௦భ/మక൯

ఈక௦൛௦భ/మ ୡ୭ୱ୦൫௦భ/మ൯ାୱ୧୬୦൫௦భ/మ൯ൣሺ௦ఒሻభ/మ/ఈାఒ/ఈିଵ൧ൟ
  

ߦ  ൏ 1	    
(S18)    

,ߦ௕തതതሺߠ   ሻݏ ൌ
௘௫௣ൣሺ௦/ఒሻభ/మሺଵିకሻ൧

కఈ௦
൤1 െ

൫ఒାሺ௦ఒሻభ/మ൯ ୱ୧୬୦൫௦భ/మ൯

ఈ൛௦భ/మ ୡ୭ୱ୦൫௦భ/మ൯ାୱ୧୬୦൫௦భ/మ൯ൣሺ௦ఒሻభ/మ/ఈାఒ/ఈିଵ൧ൟ
൨  

ߦ ൐ 1    (S19) 

 

Using the same approach as previously reported for the analogous heat transfer problem (5), we 
find the inverse Laplace transform of Eqs. S18 and S19 by using the Inversion Theorem for the 
Laplace transform (3):  

,ߦ௕ሺߠ ሻ∗ݐ ൌ
ଵ

ଶగ௜
׬ ݏሻ݀∗ݐݏሺ݌ݔ௕തതത݁ߠ
ఊା௜ஶ
ఊି௜ஶ         (S20) 
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In Eqs. S18 and S19, ߠ௕തതത has a pole at s = 0 and a branch point at s = 0. Accordingly, we use the 
contour integral with a cut along the negative real axis (3) (Fig. S12) to obtain:  

,ߦ௕ሺߠ ሻ∗ݐ ൌ ሻሿ∗ݐݏሺ݌ݔ௕തതത݁ߠሾݏܴ݁	݅ߨ ൅
ଵ

ଶగ௜
׬ ݏሻ݀∗ݐݏሺ݌ݔ௕തതത݁ߠ
ஶ
଴ െ ଵ

ଶగ௜
׬ ݏሻ݀∗ݐݏሺ݌ݔ௕തതത݁ߠ
ஶ
଴          (S21) 

where the first integral corresponds to the contour FE and the second on the contour DC in Fig. 
S12. We set ݏ ൌ ݏ ሻ on FE andߨሺ݅݌ݔ݁ߩ ൌ ଵ/ଶݏ ሻ on DC, givingߨሺെ݅݌ݔ݁ߩ ൌ ଵ/ଶݏ ଵ/ଶ݅ andߩ ൌ
െߩଵ/ଶ݅ on FE and DC, respectively. We find ܴ݁ݏሾߠ௕തതത݁݌ݔሺݐݏ∗ሻሿ ൌ 0 by series expansion; 
substituting ߩ ൌ  :ଶ leads toݑ

,ߦ௕ሺߠ ሻ∗ݐ ൌ െ ଶఈ

గకఒభ/మ
׬ ݑ݀

ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻ ୱ୧୬ሺ௨కሻ௘௫௣൫ି௨మ௧∗൯

௨మሾୱ୧୬ሺ௨ሻሿమାఒቂഀ
ഊ
ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻାୱ୧୬ሺ௨ሻቃ

మ
ஶ
଴ ߦ     ൏ 1     

(S22) 

,ߦ௕ሺߠ ሻ∗ݐ ൌ െ
ଶ

గకఒభ/మ
׬

ௗ௨

௨

ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻ௘௫௣൫ି௨మݐ∗൯

௨మሾୱ୧୬ሺ௨ሻሿమାఒቂ
ഀ
ഊ
ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻାୱ୧୬ሺ௨ሻቃ

మ
ஶ
଴ ൈ ቊcos ቆ

௨మ

ఒభ/మ
ቀ1 െ

ଵ

క
ቁቇ sinሺݑሻ ൅ ଵ/ଶsinߣ ቆ

௨

ఒభ/మ
ቀ1 െ

ଵ

క
ቁቇ ቂ

ఈ

ఒ
ሺݑ cosሺݑሻ െ sinሺݑሻሻ ൅ ߦ                       ሻቃቋݑሺ݊݅ݏ ൐ 1    (S23) 

The normalized fluorescent concentration, ܥ∗ ൌ
஼೑ି௄஼೏,೔೙
஼೏,೔೙ି௄஼೏,೔೙

, inside the droplet is found using the 

condition ܥ௕ ൅ ௙ܥ ൌ ௕ߠ ௗ,௜௡ andܥ ൌ ௕/ൣሺ1ܥ െ ∗ܥ ௗ,௜௡൧, and isܥሻܭ ൌ 1 െ  ௕. The averageߠ

normalized fluorescence is found using 〈ܥ∗〉ሺݐ∗ሻ ൌ ׬ ,ݎሺܥ ߦଶ݀ߦሻ∗ݐ
ଵ
଴ / ׬ ߦଶ݀ߦ

ଵ
଴ , and after 

integration of the outer integral is 

ሻ∗ݐሺ〈∗ܥ〉 ൌ 1 െ ଺ఈ

గఒభ/మ
׬ ݑ݀

ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻమ௘௫௣ሺି௧∗ሻ

௨మ൜௨మሾୱ୧୬ሺ௨ሻሿమାఒቂഀ
ഊ
ሺ௨ ୡ୭ୱሺ௨ሻିୱ୧୬ሺ௨ሻሻାୱ୧୬ሺ௨ሻቃ

మ
ൠ

ஶ
଴    

ߦ ൏ 1       
(S24) 

The integral in Eq. S24 was evaluated numerically using the integral function in Matlab, which 
uses global adaptive quadrature and we chose error tolerances typically of order 1x10-9. 

3D Finite Model: Interface Resistance 

We found that fitting LAF-1 FRAP data using Rdrop/Rbleach = 1 resulted in a diffusivity two orders 
of magnitude lower than expected (Fig. 11A) and hypothesized that this may result from 
resistance to mass transfer at the interface. We sought to estimate this resistance by using a mass 
transfer coefficient, k, and replacing the local equilibrium boundary condition by equating the 
mass flux on each side of the interface to that at the interface, ܥ߲ܦሺܴି, ݎ߲/ሻݐ ൌ ,ሺܴାܥା߲ܦ /ሻݐ
ݎ߲ ൌ െ݇ሾܥሺܴି, ሻݐ െ ,ሺܴାܥߙ  ሻሿ, see also (6). Thus, in the case of no resistance k approachesݐ
infinity and local equilibrium is established, ܥሺܴି, ሻݐ ൌ ,ሺܴାܥߙ  ሻ. As described in the previousݐ
section, we define dimensionless variables, use the transformation ݑ ൌ  and seek solutions ,ߦ௕ߠ
using Laplace transforms. Transformed boundary conditions are	߲ݑതሺ1ି, ߦ߲/ሻݏ െ ,തሺ1ିݑ ሻݏ ൌ
,തሺ1ାݑሾ߲ߣ ߦ߲/ሻݏ െ ,തሺ1ାݑ ሻሿݏ ൌ െ݇ሾݑതሺ1ି, ሻݏ െ ,തሺ1ାݑߙ ,തሺ1ିݑ߲ ,ሻሿݏ ߦ߲/ሻݏ െ ,തሺ1ିݑ ሻݏ ൌ
,തሺ1ାݑሾ߲ߣ ߦ߲/ሻݏ െ ,തሺ1ାݑ ,തሺ0ݑ ,ሻሿݏ ሻݏ ൌ 0, and limక→ஶ ,ߦതሺݑ ሻݏ ൌ  The solutions in .݁ݐ݂݅݊݅
Laplace space are 
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,ߦ௕തതതሺߠ ሻݏ ൌ
ଵ

௦
െ

௞൫ఒାሺ௦ఒሻభ/మ൯ ୱ୧୬୦൫௦భ/మక൯

ఈక௦൛ୡ୭ୱ୦൫௦భ/మ൯ൣ௦భ/మఒ/ఈା௦భ/మ௞ା௦ఒభ/మ/ఈ൧ିୱ୧୬୦൫௦భ/మ൯ൣ௞ିሺఒ/ఈሻሺ௞ିଵሻ൫ଵାሺ௦/ఒሻభ/మ൯൧ൟ
   

ߦ ൏ 1     (S25) 

  

,ߦ௕തതതሺߠ ሻݏ ൌ
௘௫௣ൣሺ௦/ఒሻభ/మሺଵିకሻ൧

కఈ௦
൤

௞൫௦భ/మୡ୭ୱ୦൫௦భ/మ൯ିୱ୧୬୦൫௦భ/మ൯൯

ୡ୭ୱ୦൫௦భ/మ൯ൣ௦భ/మఒ/ఈା௦భ/మ௞ା௦ఒభ/మ/ఈ൧ିୱ୧୬୦൫௦భ/మ൯ൣ௞ିሺఒ/ఈሻሺ௞ିଵሻ൫ଵାሺ௦/ఒሻభ/మ൯൧
൨  

ߦ            ൐ 1    (S26) 

In Eqs. S25 and S26, ߠ௕തതത has a pole at s = 0 and a branch point at s = 0. We again use the contour 
deformation (Fig. S12) (Eq. S21) with s rewritten in the same way. We again find 
ሻሿ∗ݐݏሺ݌ݔ௕തതത݁ߠሾݏܴ݁ ൌ 0 by series expansion; substituting ߩ ൌ  :ଶ leads toݑ

,ߦ௕ሺߠ ሻ∗ݐ ൌ െ
ଶ݇ߙ2

ଵ/ଶߣߦߨ
න ݑ݀

ሺݑ cosሺݑሻ െ sinሺݑሻሻ sinሺߦݑሻ݁݌ݔ൫െݑଶݐ∗൯

ݑଶሾݑ cosሺݑሻ ൅ ሺ݇ െ 1ሻ sinሺݑሻሿଶ ൅ ߣ ቂቀ1 ൅ ݇
ߙ
ቁߣ ݑ cosሺݑሻ ൅ ቀ݇ െ 1 െ ݇

ߙ
ቁߣ sinሺݑሻቃ

ଶ

ஶ

଴
 

ߦ ൏ 1     (S27) 

Using the same equations described in the previous section, the average normalized fluorescence 
is 

ሻ∗ݐሺ〈∗ܥ〉

ൌ 1 െ
ଶ݇ߙ6

ଵ/ଶߣߨ
න ݑ݀

ሺݑ cosሺݑሻ െ sinሺݑሻሻଶ݁݌ݔ൫െݑଶݐ∗൯

ଶݑ ൜ݑଶሾݑ cosሺݑሻ ൅ ሺ݇ െ 1ሻ sinሺݑሻሿଶ ൅ ߣ ቂቀ1 ൅ ݇
ߙ
ቁߣ ݑ cosሺݑሻ ൅ ቀ݇ െ 1 െ ݇

ߙ
ቁߣ sinሺݑሻቃ

ଶ
ൠ

ஶ

଴
 

 

ߦ ൏ 1     (S28) 

The integral in Eq. S28 was again evaluated numerically using the integral function in Matlab 
and we chose error tolerances typically of order 1x10-9. In the limit k approaches infinity, Eqs. 
S25-S28 reduce to Eqs. S18-S19, S22, and S24, respectively.  

FRAP: 20 nm beads in 90% glycerol 

The quantitative accuracy of using the 3D infinite non-step model was tested by performing a 
FRAP experiment where 20 nm in diameter red fluorescent beads in a 90% glycerol solution 
were bleached. The viscosity of 90% glycerol is known from literature; values range from μ = 
0.219 to μ = 0.235 Pa.s  at 20oC (7). Bead diffusion coefficient calculated from the Stokes-
Einstein equation, ܦ௕௘௔ௗ ൌ ݇஻ܶ/ሺ6ܽߤߨሻ, is 0.094 ± 0.003 µm2/s, where a is bead radius, kB is 
Boltzmann’s constant, and T is temperature. Due to these fast diffusivities, we were unable to 
take z-stacks quickly enough to measure the 3D bleach shape inside a solution of 20 nm beads. 
Therefore, we estimated the bleach radius in the axial direction, rz, by comparing the decrease in 
fluorescent intensity immediately after bleaching to that of LAF-1, for which we know rz. For 20 
nm beads, the fluorescence intensity decreases by 55% in the center of the bleach spot (i.e., 
ݎሺܥ ൌ 0, ݐ ൌ 0ሻ/ܥ଴), where C0 is the intensity before bleaching. We measured a similar decrease 
in LAF-1 intensity (i.e., 50%) (Fig. 6A) which resulted in rz ~ 2 μm. Therefore, we expect rz ~ 2 
μm for the bleach shape of the 20 nm bead solution, and since we measure rx = 2.05 ± 0.13  μm, 
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we estimate that the bleach shape is spherical. Accordingly, we used the 3D infinite model with 
non-step initial condition, resulting in D = 0.066 ± 0.025 µm2/s, which is just within error of the 
expected diffusivity. While using the 2D infinite model may yield a closer value to the diffusion 
coefficient predicted by Stokes-Einstein, the experimentally measured decrease in fluorescence 
after bleaching suggests that a 3D model better describes the recovery process. The slightly 
smaller measured apparent diffusion coefficient may arise from non-detectable aggregates of the 
20 nm beads.  

 

Fluorescence Correlation Spectroscopy Calibration 

Diffusivity and concentration can be measured quantitatively using FCS, but first we require 
determination of the confocal volume experimentally. This is achieved by fitting FCS data of a 
sample with known diffusivity: Alexa 488 in water at 22oC has a diffusivity of 435 µm2/s (8). 
We performed FCS experiments with a 30 s measurement time using a 60X oil immersion 
objective (Apo oil immersion, N.A. = 1.4, Nikon, Melville, NY) at concentrations between 1 and 50 
nM either 1 µm or 4 µm above the coverslip. Data are fit to the autocorrelation function for 
simple diffusion with triplet-state kinetics, G(τ), is 

ሺ߬ሻܩ ൌ ሺ0ሻܩ
ሾଵିிାி௘௫௣ሺିఛ/ఛಷሻሿ

ଵିி

ଵ

ሾଵାఛ/ఛವሿሾଵା௞షమሺఛ/ఛವሻభ/మሿ
     (S29) 

where G(0) is the autocorrelation function at τ = 0, F is the fraction of molecules entering the 
triplet state with characteristic relaxation time τF, ߬஽ ൌ  is the diffusion time of Alexa ܦ௫௬ଶ/4ݓ

488 for the radial radii wxy and diffusivity D, and ݇ ൌ  ௫௬ is the ratio of axial to radial radiiݓ/௭ݓ
of the measurement volume. Eq. S29 assumes that the measurement volume can be 
approximated as a three-dimensional Gaussian with the two parameters wxy and wz. A sample 
curve for 10 nM Alexa488 is shown in Fig. S13. Using Eq. S29 with known diffusivity and 
therefore τD, values of k and wxy are obtained at 1 µm and 4 µm above the coverslip and are k = 
4.78 ± 0.20, wxy = 0.19 ± 0.01 and k = 6.21 ± 0.05, wxy = 0.21 ± 0.01, respectively. Slightly 
different values of k and wxy are found due to refractive index mismatch and detection volume 
distortion using an oil immersion objective (9, 10).  

Determination of D+ and C∞ of LAF-1 using FCS 

Autocorrelation data are obtained 4 µm above the coverslip by FCS over a 30 s measurement 
time (Fig. S14). We collect data at 4 µm rather than 1 µm above due to the presence of adsorbed 
protein at the surface. Diffusivity, D+, and concentration of fluorophore-labeled LAF-1, CDye, in 
the protein-lean phase are determined using the parameters k and wxy measured above and Eq. 
S29. C∞ is then measured using the relation ܥஶ ൌ  ஽௬௘/ሺ%݈ܾ݈ܽ݁݁݀ሻ, where %labeled is theܥ
labeled fraction of protein, determined by nanodrop. We use k = 4.78 ± 0.20 and wxy = 0.19 ± 
0.01 in Eq. S29, resulting in D+ = 94 ± 11 µm2/s and C∞ = 2.2 ± 1.3 µM. Fitting using k = 6.21 ± 
0.05 and wxy = 0.21 ± 0.01 results in a 39% decrease and 28% increase in C∞ and D+, 
respectively. 

Determination of Cd,in and α of LAF-1 using FCS and Intensity Calibration 
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The ratio of protein concentration in the droplet to the protein-lean phase, α, can often be 
measured directly by the ratio of confocal intensities inside and out of droplets. However, surface 
adsorption of LAF-1 at the coverslip surface complicated this analysis and we were unable to 
reliably measure confocal intensity in the protein-lean phase. Instead, we determine α by 
measuring Cd,in  and C∞ independently and dividing, ߙ ൌ  ஶ. Due to the slow diffusion ofܥ/ௗ,௜௡ܥ
LAF-1 inside droplets, we were unable to obtain accurate autocorrelation data and measure Cd,in  

directly by commercial FCS. Instead, Cd,in is determined in two steps. We first correlate the 
confocal intensity of the fluorophore used for labeling LAF-1, Dylight 488, to the measured 
concentration by FCS with 30 s measurement time (Fig. S15). The microscope laser power used 
to measure the intensity of the lower concentration (i.e., ~ 75 μW for 10-50 nM) Dylight488 
solution necessary for FCS is different than that typically used to image LAF-1 droplets (i.e., ~ 
0.9 μW). This is due to a much higher labeled LAF-1 concentration inside droplets. Using higher 
power (~75 μW) leads to saturation in intensity. Accordingly, the second step in determining 
Cd,in is to measure the ratio of intensity at the high power used for a 10-50 nM Dylight solution to 
the intensity measured at the lower power used to image LAF-1 droplets. For this step, we use a 
solution of 500 nM Dylight 488 and obtained a correction factor, ݂ܿ	 ൌ /ܹߤ75@ݕݐ݅ݏ݊݁ݐ݊݅
ܹߤ0.9@ݕݐ݅ݏ݊݁ݐ݊݅ ൌ 67.7 ൅/െ0.4. The intensity of labeled LAF-1, IDye, expected using ~75 
μW is calculated by multiplying by cf and converted to concentration, CDye, using the calibration 
curve in Fig. S15. Cd,in is then measured using the relation ܥௗ,௜௡ ൌ  ± ஽௬௘/ሺ%݈ܾ݈ܽ݁݁݀ሻ and is 2.6ܥ
1.2 mM. Division of Cd,in by C∞ gives α = 1189 ± 880. Laser power was measured after the 60x 
objective (Apo Oli immersion, N.A. 1.4, Nikon, Melville, NY) using a handheld digital power meter 
(PM100D Thorlabs, Newton, NJ) in scanning mode for a 512x512 field of view. We note that 
this measured concentration is significantly higher than that previously measured for LAF-1 
droplets (11); this is partially explained by the lower salt concentration used in the present study, 
likely giving rise to slightly more concentrated droplets. Consistent with this, our measured D is 
an order of magnitude lower than that reported using FCS in droplets at 125 mM NaCl (11). 
Future studies may better reveal the reason behind this significant difference in dense phase 
concentration and diffusion coefficient. 

Determination of D+ of Ddx4-YFP using FCS 

The diffusivity of Ddx4-YFP in the protein-lean phase is determined by FCS. We use the photon 
counting detector corresponding to a wavelength of 488 nm. Due to the high concentration of 
Ddx4-YFP even in the protein-lean phase, we first photobleached cells by acquiring a z-stack 
with high laser power. FCS experiments are performed with 30 s measurement time and data are 
fit to Eq. S29, resulting in D+ = 36 +/- 11 µm2/s (Fig. S16). In living cells, refractive index 
mismatch can further distort the FCS measurement volume. The nucleoplasm refractive index is 
estimated to be ~1.36 (12), which would lead to ~20% error in the diffusion coefficient (13).  

Supplementary Figures 



12 
 

 

Supplementary Figure 1. (A) Calculated concentration profiles for 2D fixed (black dotted line) 
and infinite boundary (black dashed line) models for three time points with the initial 
concentration profile shown (solid-black line). Here, t*= t/τ and t0

* = 0, t1
* = 0.01, t2

* = 0.15, t3
* = 

0.3. (B) Calculated <C*> versus t/τ for 2D fixed (black dotted line) and infinite boundary (black 
dashed line) models. τ = R2/D for both models.  
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Supplementary Figure 2. Calculated concentration profiles for four time points for infinite 
boundary models in 1D (black dotted line), 2D (black dashed line), and 3D (black solid line). 
Initial profile is shown as blue solid line. (A) t/τ = 0.02, (B) t/τ  = 0.12, (C) t/τ  = 0.49, and (D) t/τ 
= 1. 

 

Supplementary Figure 3. (A) Calculated <C*> versus t/τ for 3D Infinite model using a 3D 
average (blue solid line) and 2D average (black dotted line). (B) Measured <C*> versus t (black 
open circles) for LAF-1 using a ROI = 3 μm fit to the 3D infinite boundary model with step 
initial condition using a 3D average (blue solid line) or 2D average (black dotted line).  

 

Supplementary Figure 4. Measured <C*> versus t (black open circles) for LAF-1 using a ROI 
= 3 μm fit to the 3D (blue solid line) infinite boundary model with step initial condition, 3D 
infinite boundary with non-step initial condition (blue dashed line), and 3D fixed boundary 
model (blue dotted line).  
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Supplementary Figure 5. (A) δ values required for 3D Cylindrical model to display quasi-1D 
(blue dotted line with δ = 0.007) or quasi-2D (blue dashed line with δ = 10.84) behavior reflected 
by <C*> vs t. (B) Comparison between 1D Infinite (red solid line) and 3D Cylindrical model 
(blue dotted line) using δ = 0.1 and 2D Infinite (black solid line) and 3D Cylindrical model (blue 
dashed line) using δ = 2.9, values characteristic of our experiments. 

  

 
Supplemental Figure 6. Measured <Ct(*> versus t (black open circles) of 20 nm beads in 90% 
glycerol using a ROI = 2.5 μm fit to the 3D infinite boundary with non-step initial condition 
(blue dashed line). (Inset) Fitting to this model yields a similar diffusion coefficient to that 
expected from Stokes-Einstein (i.e., DStokes-Einstein = 0.094 +/- 0.003 µm2/s vs D = 0.066 +/- 0.025 
µm2/s). Typical error bars are shown and represent standard deviation of four replicates. Stokes-
Einstein error bar corresponds to standard deviation of using the three literature reports of 
viscosity (see Supplementary text).  
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Supplemental Figure 7. Calculated <C*> versus t/τ for 3D finite model with local equilibrium 
assumption (blue dashed line) or interface resistance with k = 1000 (black dotted line), k = 10 
(black solid line), and k = 1 (black dashed line). τ = R2/D for both models. 
 

Supplemental Figure 8. FRAP data for Ddx4-YFP (open black circles) using Rdrop/Rbleach = 1 fit 
using the 3D finite model accounting for interface resistance (dotted black line) results in (A) 
apparent D = 0.023 ± 0.009 μm2/s and k = 648 ± 600 μm/s, R2 = 0.98. (B) Constraining the fit 
parameters results in a nearly as well fit (R2 = 0.86) with D = 1.56 ± 0.68 μm2/s and k = 0.10 ± 
0.01 μm/s. Typical error bars are shown and represent standard deviation of measurements on 
eight cells. 
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Supplementary Figure 9. Calculated <C*> versus t/τ for 1D (red dashed line), 2D (black 
dashed line), and 3D infinite (blue solid line) models with τ = R2/D for all models.  

  

 

Supplemental Figure 10. Measured concentration profiles for LAF-1 in the xy plane for three 
time points demonstrate that C* at r/R = 1 is not fixed at 1 using a ROI = 3 μm. Here, t1 = 0 min, 
t2 ~ 1 min and t3 ~ 4 min after bleaching. Typical error bars are shown and represent standard 
deviation of eight replicates. 
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Supplemental Figure 11. Calculated <C*> versus t/τ for 3D finite model with (A) α = 1, (B) α = 
10, and (C) α = 500 with D/D+ = 1/1000 (blue dashed line) and D/D+ = 1/10 (black  dotted line) 
demonstrates reduced sensitivity to D/D+ for small α. <C*> versus t/τ for 3D finite model with 
(D) D/D+ = 1/1000, (E) D/D+ = 1/10,000, and (F) D/D+ = 1/100,000 with α = 10 (red  solid line), 
α = 100 (blue dashed line), and α = 1000 (black dotted line) demonstrates reduced sensitivity to α 
for small D/D+.  
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Supplemental Figure 12. Contour with a cut along the negative real axis used to calculate the 
integral in Eq. S20-S21 (3). 

 

Supplemental Figure 13. (A) Autocorrelation curve obtained 1 μm above the coverslip for a 10 
nM Alexa488 solution fit to Eq. S29 results in wxy = 0.19 ± 0.01 and k = 4.78 ± 0.20. (B) 
Autocorrelation curve obtained 4 μm above the coverslip for a 10 nM Alexa488 solution fit to 
Eq. S29 results in wxy = 0.21 ± 0.01 and k = 6.21 ± 0.05. 
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Supplemental Figure 14. Normalized autocorrelation curve obtained 4 μm above the coverslip 
in the protein-lean phase of a LAF-1 80 mM NaCl solution (black open circles) and of Dylight 
488 (red open circles). Data are fit to Eq. S29 using k = 4.78 +/- 0.20 and wxy = 0.19 +/- 0.01. 
Fitting using k = 6.21 +/- 0.05 and wxy = 0.21 +/- 0.01 results in a 39% decrease and 28% 
increase in C∞ and D, respectively. Typical error bars are shown and represent standard deviation 
of five replicates. 

   

Supplemental Figure 15. Dylight 488 fluorescence to concentration calibration curve obtained 4 
μm above the coverslip of a Dylight488 solution using fluorescence correlation spectroscopy. 
Concentration is calculated using k = 4.78 +/- 0.20 and wxy = 0.19 +/- 0.01. Typical error bars are 
shown and represent standard deviation of three replicates. 
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Supplemental Figure 16. Autocorrelation curve obtained 1 μm above the coverslip of Ddx4-
YFP in Hek293 cell nuclei. Data are fit to Eq. S29 using k = 4.78 +/- 0.20 and wxy = 0.19 +/- 
0.01. Typical error bars are shown and represent standard deviation (n = 15 cells). 

 

Supplemental Figure 17. Measured <C*> versus t (black open circles) for LAF-1 using a ROI 
= 3 μm fit to the 2D infinite boundary model with non-step initial condition (black dashed line) 
and Eq. 12 in Axelrod et al. (14) with K = 1.3 found using Eq. 7 in Axelrod et al. (14). 
Diffusivities estimated using both models (i.e., Eq. 12 in Axelrod et al. (14) and 2D infinite non-
step) are 0.0034 and 0.0035 μm2/s, respectively. 
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