
Reviewers' comments:  
 
Reviewer #1 (Remarks to the Author):  
 
The manuscript by Valbuena et al., reports on GABAergic transmission in the Ts2Cje mouse model 
of Down syndrome (DS). The authors found that although the number of GABAergic Parvalbumin-
positive (PV) interneurons is unchanged, both spontaneous and miniature IPSCs are increased on 
CA1 principal neurons but unchanged in the amygdala. This phenotype is rescued by normalizing 
the dosage of the DS-triplicated gene Grik1, encoding for the GluK1 subunit of kainate receptors 
(KAR). The authors also show that Girk1 overexpression affects GABAergic transmission mainly by 
changing release probability at GABAergic terminals. Furthermore, normalization of Grik1 dosage 
rescues spatial memory deficits in the NOL test but did not rescue deficits in associative memory 
(Fear conditioning test), Novel object recognition (NOR test) and hyperactivity/reduced anxiety 
(open field/elevated plus tests). Surprisingly, the rescue of spatial memory was not paralleled by a 
concomitant rescue of CA1 synaptic plasticity. Therefore apparently ruling out a role for CA1 
synaptic plasticity in this form of memory in DS animals.  
To my knowledge, this is the first report showing a role for the triplicated gene Grik1 in some 
aspects of DS pathology. Overall, the manuscript is well written, results are interesting, well 
documented, clearly presented and statistic is appropriate. The topic is potentially interesting for 
the Down syndrome field also considering that the role of GABAergic signaling in related cognitive 
deficits is still largely debated. However, a weakness of the study is the use of the Ts2Cje mouse 
model of DS. This mouse strain has been utilized in very few studies compared to the more widely 
used Ts65Dn or Dp(16)1Yey models. Since, the vast majority of studies assessing GABAergic 
deficits in DS have been done in this two later mouse strains is difficult to compare the present 
results with the available literature. On the other hand, this is the first report assessing GABAergic 
dysfunctions in this mouse model and therefore a more in depth characterization is needed.  
Second point regards the narrative statements present in the abstract and throughout the 
manuscript that excessive synaptic inhibition is a feature of DS mouse model. This is possibly an 
over-simplistic and outdated view. Increased GABAA transmission in DS mouse models seems to 
be region-specific (as also shown in the present manuscript) and paralleled by glutamatergic 
deficits. Indeed, increased GABAA-mediated transmission has been only found in the dentate gyrus 
of Ts65Dn mice (Kleschevnikov 2004 and 2012), but not CA1 (Chakrabarti 2010; Best 2012; 
Parrini 2017). Moreover, the frequency of mIPSC was actually found decreased in the CA3 of 
Ts65Dn mice (Hanson 2007; Stagni 2013). Instead, decreased glutamatergic transmission (also 
described in the present manuscript) has been reported in hippocampal CA3 (Hanson 2007; Stagni 
2013) and CA1 (Parrini 2017) of Ts65Dn mice. The few available data on human DS brain samples 
also do not clearly support over-inhibition. Therefore, the authors should cite and discuss 
appropriately the literature and perhaps substitute throughout the text “excessive synaptic 
inhibition” or similar statements with a more broad “altered excitatory/inhibitory balance” or 
analogous phrasing.  
 
 
Major points:  
1. The authors should clearly indicate in the title that the study has been performed in the Ts2Cje 
mouse model of DS. In addition, since Grik1 triplication only affects spatial memory, perhaps a 
more appropriate title would be: “Unbalanced dendritic inhibition of CA1 neurons accounts for 
spatial memory deficits in the Ts2Cje mouse model of Down syndrome”. Moreover, the authors 
should put more emphasis on the fact that restoring Grik1 dosage only partially rescues cognitive 
phenotype in these mice and clearly state in the abstract that Grik1 triplication does not play a role 
in associative memory, novel object recognition and CA1 synaptic plasticity deficits in these mice.  
2. The authors show that the GluK1 agonist ATPA evoked larger currents in CA1 interneurons of 
Ts2Cje mice. However is not clear how where the neurons identified as GABAergic. Moreover, as 
the authors state that Grik1 is normally only expressed in interneurons it would be interesting to 
evaluate possible misexpression due to triplication in Ts2Cje mice by IHC or in-situ hybridization. 
In addition, the authors could also evaluate the response of ATPA in CA1, CA3 principal neurons 



and dentate granule cells of Ts2Cje mice to rule out any possible effects of Girk1 overexpression in 
glutamatergic neurons. Please also check if ATPA evoked currents are larger in the amygdala of 
Ts2Cje mice.  
3. The GABAB-coupled inwardly rectifying potassium channels Kcnj6 (Kir3.2) is also triplicated in 
DS mouse models. In fact, increased slow inhibitory currents through GABAB receptors have been 
reported in both CA1 and dentate neurons of Ts65Dn mice (Kleschevnikov 2012; Best 2012). In 
patch-clamp experiments, the authors have not used GABAB inhibitors during recordings. Were the 
slow GABAB currents excluded by the different kinetic during analysis?  
4. The authors have evaluated the density of PV interneurons but not of other classes of 
interneurons. I think it is necessary to also evaluate at least the density of Somatostatin (SOM) 
interneurons in CA1, CA3, dentate gyrus and cortex to give a clearer picture of the GABAergic 
population in this strain of mice compared to the widely used Ts65Dn. Moreover, as the authors 
have also analyzed GABAergic transmission in the amygdala, the analysis of both PV and SOM 
neuronal density should also be extended to this area.  
5. The authors repot a decrease of mEPSC and an increase of mIPSC and sIPSC frequencies in the 
CA1 region of Ts2Cje mice. Are these defects also present in the other hippocampal subfields (CA3 
and dentate gyrus) as seen in other DS mouse models? Are the alterations seen in miniature 
frequency paralleled by differences in synaptic densities as shown in Ts65Dn mice (Stagni 2013; 
Parrini 2017)? Evaluation of glutamatergic and GABAergic synaptic densities in the same areas will 
strongly improve the manuscript.  
6. The results on bidirectional alterations of inhibitory synaptic transmission alterations in CA1 
neurons is very interesting. However, is not clear from the method section where the stimulating 
electrode was placed for either apical or proximal stimulation (SR or OLM ?). Additionally, are the 
differences in release probability of GABAergic interneurons sufficient to explain the increase of 
mIPSC? Is release probability also affected in amygdala interneurons?  
Moreover, as different classes of interneurons (SOM and PV) make synaptic contacts along the 
somatodendritic axis of CA1 pyramidal neurons, it is unclear how Grik1 triplication may affect in 
opposite ways release probability of these two classes of interneurons. In the discussion section, 
the authors suggest that this may be due to canonical and non-canonical signaling pathways. 
Experiments to explain such differences will increase the interest of the manuscript.  
7. Regarding the synaptic plasticity experiments and the correlation with behavioral deficits, the 
results showing rescue of spatial memory performances without a concomitant improvement of 
LTP upon normalization of Grik1 expression are very interesting. The authors have fairly 
highlighted that these results indicate “that synaptic inhibition and spatial memory are 
independent from the LTP magnitude in the CA1 region of this model of DS”. However, this is only 
true for spatial memory measured with the NOL test. Therefore, the authors should also highlight 
that LTP magnitude in the CA1 region may depend on decreased glutamatergic transmission and 
that it may still explain deficits in associative memory (contextual fear conditioning) and novel 
object recognition.  
8. For the behavioral experiments is not clear whether the same mice were used in the different 
tests. Alternatively, in case the same animals performed more tests, what was the order of the 
tests?  
9. Regarding decreased anxiety-related behaviors seen here in Ts2Cje animals, this phenotype 
appears somehow different from what previously reported for Ts65Dn mice, showing no difference 
(Martinez-Cue 2013, Vidal 2017) or increased anxiety-associated behavior (Lysenko 2014). This 
discrepancy must be clearly highlighted to the readers in the discussion.  
10. Regarding the conclusions drawn from data presented in Supplementary Figure 9, these are 
not convincing to me. First, these are only correlation and (even if characterized by significant p 
value) do not imply a direct link between the two behaviors analyzed. Second, since these are 
correlations (NOT association as indicated by the authors) it cannot be stated that: “contextual 
fear conditioning is dominated by spatial memory only in the euploid condition” (also because the 
correlation in this case was not even significant; p = 0.079) or that “results suggest that reduced 
anxiety dominates fear responses in trisomic mice”. These is clearly an over-interpretation of the 
data not supported by a solid experimental approach. Moreover, this interpretation is not even 
reinforced by changes of either mEPSCs or mIPSCs in the amygdala of Ts2Cje mice. Therefore, 



unless the authors provide more convincing experimental data clearly linking alteration of 
contextual fear conditioning to spatial memory or reduced anxiety to fear responses I strongly 
encourage them to strongly dampen their conclusions.  
 
 
 
Reviewer #2 (Remarks to the Author):  
 
The manuscript of Valbuena et al characterizes the impact of the normalization of Grik1 dosage on 
the behavioral and physiological phenotypes present in the Ts2Cje mouse model of Down 
syndrome. They report that Grik1 normalization rescues memory impairments in this model and 
further reveal interesting bidirectional changes in the local inhibitory network of CA1. Overall the 
paper contains a well-presented and interesting set of data that will be useful to the field. I do 
have a several comments and questions that I think would help the authors improve the clarity of 
the manuscript and strengthen the conclusions they draw.  
 
1. In Figure 1 the authors present behavioral data from the NOR and NOL assays. The change in 
novelty preference is clear in the Ts2Cje mice, however given the data in Figure 5 showing 
changes in OF exploration it is important to note if there is a difference between the groups in 
overall object exploration time both during the encoding phase and the test phase. It is not stated 
in the methods if a minimum duration of object exploration during encoding was necessary for a 
subject to be included. The obvious worry is that if a hyperactive mouse simply ignores the objects 
(for example, exploration <10sec across the 15min session) then the deficit in recall can be 
separable from a true memory deficit. The total interaction time for all tests and sessions should 
be compared across groups and included in the supplementary materials.  
 
2. In Figure S1 they authors demonstrate the Grik1 mRNA levels in the Ts2Cje mice roughly reflect 
the increase in gene dosage, however the ATPA triggered currents in panel b shows that in CA1 
interneurons the increase in KAR currents is much larger than 1.5x or 2x and seems closer to 8-
10x. Can the authors explain this? This should be discussed.  
 
3. In their characterization of the bidirectional modulation of GABA release by mIPSC amplitude 
the authors state in the text on p.6 “… a lower proportion of mIPSCs with amplitudes between 40 
and 100 pA” , yet in the figure the difference is characterized in the 40-80pA bin. This should be 
made consistent.  
 
4. In general, I found the last section of the paper, dealing with the anxiety and fear phenotypes 
to be the weakest and most ambiguous part. The hyperactivity phenotype in Figure 5 was not 
rescued in the TsGrik1+/- mice. The authors interpret this in terms of reduced anxiety, which is 
one possibility. However increased locomotion in a novel context could also reflect deficits in 
habituation and spatial coding, in fact, this is a classic phenotype of hippocampal lesions. It would 
be more convincing to look at the data in a temporal manner (exploration distance over time) to 
assess habituation in these animals compared to the Ts2Cje mice. The same can be said for the 
fear deficits. Given the significant decrease in fear memory in both the context and tone test I 
agree it is valid to postulate defects in the amygdala circuit, however it does not rule out 
contributions from the hippocampus that are not rescued in the TsGrik1+/- mice. This possibility 
must be noted.  
 
5. The freezing levels reported in the controls are extremely high for the protocol used (1 shock, 
0.5mA, 2”) and not consistent with the vast majority of the literature. Please expand the methods 
sections on how freezing was scored.  
 
6. The correlation analyses in Figure S9 is not convincing or useful. The findings in the euploid 
mice (panel a) are not significant and due to the surprisingly high levels of freezing creating a 
ceiling effect, the correlation doesn’t say much about the relationship between these measures. I 



think the paper would be stronger with this entire section and figure simply eliminated.  
 
 
 
Reviewer #3 (Remarks to the Author):  
 
The study by Valbuena et al. investigates the behavioral and electrophysiological consequences of 
GluK1 disruption in the Ts2Cje mouse model of Down’s syndrome. In addition to comparing 
euploid controls and triploid mutants, the authors also look at trisomic Ts2Cje mice that are 
euploid for the Grik1 gene. While the general question of how Gluk1 regulates brain function is 
interesting, both in normal and disease conditions, this work does very little to enhance our 
understanding of the links between genes, cellular activity, and behavior.  
 
1. While behavioral rescue (of some but not all assays) through normalization of Grik1 dosage is 
notable, there is no circuit specificity to the analyses. Are these mice altered in sensory, 
emotional, or motor function? To what extent do the observed phenotypes arise from the 
hippocampal cellular changes reported later in the manuscript?  
 
2. The major electrophysiological conclusion is that altered Grik1 expression differentially impacts 
inhibition along the somatodendritic arbor of CA1 pyramidal cells. This conclusion is based wholly 
on altered mIPSC amplitudes and kinetics, which are purported to reflect dendritic localization. 
However, a wide range of mechanisms influence both these properties (e.g., receptor subunit 
composition, receptor density, presynaptic release properties – synchronous versus asynchronous 
release, and postsynaptic conductances that modify the membrane time constant). None of these 
additional factors is explored here, making it impossible to support the primary conclusions.  
 
3. The plasticity data seem completely out of place – the lack of rescue upon normalizing Grik1 
levels is interesting but seems disconnected from the rest of the study, which is about changes 
that are Grik1-dependent.  
 
4. Some minor issues: PV immunostaining for cell density is very hard to interpret given the 
activity-dependence of PV expression. All statistical tests should be named in the text, with n- and 
exact p-values provided. No mention is made of corrections for multiple comparisons throughout, 
for example, in Figure. 2a and c. Indeed, these analyses would better done with a distribution test 
(e.g., k-s) where arbitrary data binning is not required.  
 



Point-by-point answer to the reviewers 

We thank very much the thoughtful evaluation of our paper by the three referees. We hope to 
have addressed all the referees’ demands and thank them for all the insights. 

 

Reviewer #1 (Remarks to the Author): 

The manuscript by Valbuena et al., reports on GABAergic transmission in the Ts2Cje mouse 
model of Down syndrome (DS). The authors found that although the number of GABAergic 
Parvalbumin-positive (PV) interneurons is unchanged, both spontaneous and miniature IPSCs 
are increased on CA1 principal neurons but unchanged in the amygdala. This phenotype is 
rescued by normalizing the dosage of the DS-triplicated gene Grik1, encoding for the GluK1 
subunit of kainate receptors (KAR). The authors also show that Girk1 overexpression affects 
GABAergic transmission mainly by changing release probability at GABAergic terminals. 
Furthermore, normalization of Grik1 dosage rescues spatial memory deficits in the NOL test but 
did not rescue deficits in associative memory (Fear conditioning test), Novel object recognition 
(NOR test) and hyperactivity/reduced anxiety (open field/elevated plus tests). Surprisingly, the 
rescue of spatial memory was not paralleled by a concomitant rescue of CA1 synaptic plasticity. 
Therefore apparently ruling out a role for CA1 synaptic plasticity in this form of memory in DS 
animals.  
To my knowledge, this is the first report showing a role for the triplicated gene Grik1 in some 
aspects of DS pathology. Overall, the manuscript is well written, results are interesting, well 
documented, clearly presented and statistic is appropriate. The topic is potentially interesting 
for the Down syndrome field also considering that the role of GABAergic signaling in related 
cognitive deficits is still largely debated. However, a weakness of the study is the use of the 
Ts2Cje mouse model of DS. This mouse strain has been utilized in very few studies compared to 
the more widely used Ts65Dn or Dp(16)1Yey models. Since, the vast majority of studies assessing 
GABAergic deficits in DS have been done in this two later mouse strains is difficult to compare 
the present results with the available literature. On the other hand, this is the first report 
assessing GABAergic dysfunctions in this mouse model and therefore a more in depth 
characterization is needed.  

We thank the reviewer for thinking that our results are interesting and well documented. We 
agree with the reviewer regarding the fact that the Ts2Cje model has been less characterized 
than Ts65Dn counterpart. However, we must indicate that the Ts2Cje model appeared from a 
chromosomal rearrangement of the triplicated segment present in Ts65Dn mice and therefore 
both models contain the same set of triplicated genes. The only difference between these 
models is the translocation of the extra MMU16 segment into MMU12 in Ts2Cje mice. This 
translocation favors the transmission of the trisomy to the progeny, and constitutes the reason 
why we chose Ts2Cje over Ts65Dn mice. As the reviewer states, it is totally true that Ts65Dn 
(and, to a lesser extent, Dp(16)1Yey), constitutes the most widely used model of DS. However, 
to the best of our knowledge, all available studies using Ts2Cje mice have reported the presence 
of the same phenotypic alterations reported in Ts65Dn mice. Thus, it has been shown that both 
Ts65Dn and Ts2Cje mice present reduced density of dendritic spines in DG (Kleschevnikov et al., 
2004; Villar et al., 2005), increased oxidative stress (Ishihara et al., 2009; Corrales et al., 2017), 
impaired neurogenesis (Ishihara et al., 2010; Clark et al. 2006; Chakrabarti et al. 2007), deficits 
in spatial memory and LTP (Reeves et al., 1995; Siarey et al., 1997; Kaur et al., 2014) and 
Alzheimer-like phenotypes (Holtzman et al., 1996; Granholm et al., 2000; Jiang et al., 2016). 



Conversely, our data further evidence such similarity, as we found altered GABAergic and 
glutamatergic transmission in the CA1 region of Ts2Cje mice, impaired performance in the NOR 
tasks and deficient anxiety and fear responses (as previously reported in Ts65Dn animals by 
Costa et al., 2008; Chakrabarti et al., 2010; Sichiri et al., 2011; García-Cerro et al., 2014; Parrini 
et al., 2017). Interestingly, the only remarkable difference that we found in Ts2Cje animals in 
comparison to previous studies in Ts65Dn mice is the absence of increased density of 
interneurons (SOM+ and PV+ cells) in CA1, CA3, DG, BLA or neocortex, a result that better 
matches data found from postmortem tissue of DS patients (Ross et al., 1984; Kobayashi et al., 
1990). In conclusion, the great degree of similarity between both models suggest that Ts65Dn 
and Ts2Cje mice may be considered equivalent mouse models of DS, and there is no indication 
pointing any important difference between them. Finally, regarding the GABAergic dysfunctions 
in our mouse model, we believe that our work constitutes a deep scrutiny of alterations in 
inhibitory systems in the CA1 region of the hippocampus. Indeed, we describe a Grik1-
dependent unbalance in GABAergic activity over CA1 pyramidal cell’s somatodendritic axis, 
which provides the first mechanistic explanations for the spatial memory impairment described 
in DS mouse models. Finally, we show that the genetic normalization of Grik1 dosage was 
enough to normalize these deficits. However, we understand the reviewer’s concern regarding 
the characterization of GABAergic alterations in these animals and, as stated below (point 5) 
and, in response we have evaluated excitatory and inhibitory activity in the CA3 and DG regions 
(supplementary fig 8), essentially confirming previous findings. 

 
Second point regards the narrative statements present in the abstract and throughout the 
manuscript that excessive synaptic inhibition is a feature of DS mouse model. This is possibly an 
over-simplistic and outdated view. Increased GABAA transmission in DS mouse models seems 
to be region-specific (as also shown in the present manuscript) and paralleled by glutamatergic 
deficits. Indeed, increased GABAA-mediated transmission has been only found in the dentate 
gyrus of Ts65Dn mice (Kleschevnikov 2004 and 2012), but not CA1 (Chakrabarti 2010; Best 2012; 
Parrini 2017). Moreover, the frequency of mIPSC was actually found decreased in the CA3 of 
Ts65Dn mice (Hanson 2007; Stagni 2013). Instead, decreased glutamatergic transmission (also 
described in the present manuscript) has been reported in hippocampal CA3 (Hanson 2007; 
Stagni 2013) and CA1 (Parrini 2017) of Ts65Dn mice. The few available data on human DS brain 
samples also do not clearly support over-inhibition. Therefore, the authors should cite and 
discuss appropriately the literature and perhaps substitute throughout the text “excessive 
synaptic inhibition” or similar statements with a more broad “altered excitatory/inhibitory 
balance” or analogous phrasing.  

 
We thank the reviewer for rising this point. It is true that previous reports described a reduced 
inhibitory activity in the CA3 region of the hippocampus of Ts65Dn mice (Hanson 2007; Stagni 
2013). However, we must highlight the fact that almost every other study evaluating GABAergic 
function (and related behavioral alterations) reported an overall increased inhibition in the 
hippocampus (e.g. Kleschevnikov et al., 2004; 2012a; 2012b; Fernández et al., 2007; Chakrabarti 
et al., 2010; Martínez-Cué et al., 2013; etc.). These reports have crystalized in the so called 
GABAergic hypothesis (reviewed in Fernandez and Gardner, 2007; Contestabile et al., 2017; 
Zorrilla de San Martín et al., 2018). Nevertheless, we understand the reviewer’s statement 
regarding the use of “excessive synaptic inhibition” and have minimized using this term in the 
text  



 
Major points: 
1. The authors should clearly indicate in the title that the study has been performed in the Ts2Cje 
mouse model of DS. In addition, since Grik1 triplication only affects spatial memory, perhaps a 
more appropriate title would be: “Unbalanced dendritic inhibition of CA1 neurons accounts for 
spatial memory deficits in the Ts2Cje mouse model of Down syndrome”. Moreover, the authors 
should put more emphasis on the fact that restoring Grik1 dosage only partially rescues 
cognitive phenotype in these mice and clearly state in the abstract that Grik1 triplication does 
not play a role in associative memory, novel object recognition and CA1 synaptic plasticity 
deficits in these mice. 

We thank the reviewer for the suggestion. We find it adequate to clearly state in the title that 
the study links unbalanced inhibition and spatial memory deficits in the Ts2Cje model and we 
have changed the title accordingly. Besides, given that our main idea is to precisely define the 
roles of Grik1 triplication in deficits present in these animals, we find totally adequate to state 
in the abstract that Grik1 triplication plays a role in spatial memory deficits but not in the ones 
described by the reviewer, and we wanted to change the abstract accordingly. We examined the 
abstract and given the limited number of words allowed, found difficult to mention so many 
aspects as the referee suggests. So, we think that leaving the sentence “not the changes in 
synaptic plasticity or the other behavioral modifications observed” would be enough for the 
abstract. 

 
2. The authors show that the GluK1 agonist ATPA evoked larger currents in CA1 interneurons of 
Ts2Cje mice. However is not clear how where the neurons identified as GABAergic. Moreover, 
as the authors state that Grik1 is normally only expressed in interneurons it would be interesting 
to evaluate possible misexpression due to triplication in Ts2Cje mice by IHC or in-situ 
hybridization. In addition, the authors could also evaluate the response of ATPA in CA1, CA3 
principal neurons and dentate granule cells of Ts2Cje mice to rule out any possible effects of 
Girk1 overexpression in glutamatergic neurons. Please also check if ATPA evoked currents are 
larger in the amygdala of Ts2Cje mice. 

We thank the reviewer for bringing that point to our attention. We didn’t include any statement 
on how we identified GABAergic cells for ATPA perfusion experiments due to the fact that CA1 
interneurons can easily be identified by the location of their somas. Therefore, interneurons 
were unequivocally identified as cells which had their soma clearly out of the pyramidal cell 
layer. Nevertheless, we have indicated this in the Methods section in order to clarify the strategy 
followed for interneuron identification (see page 16) 

Regarding the expression of Grik1, we agree with the reviewer on the point that it would be 
interesting to determine whether there is some degree of misexpression in the hippocampus. 
To evaluate this point, and taking into account that Grik1 is mostly expressed in interneurons in 
CA1, we performed recordings of CA1, CA3 and DG principal cells applying ATPA to address the 
presence of GluK1 in these cells. Results compellingly showed the absence of Grik1 
missexpression (new Supplementary fig 1c-e). Regarding the amygdala region, although we 
agree with the reviewer in that it may be interesting to perform a detailed evaluation of the cell 
types expressing Grik1 in control and trisomic conditions, we believe that this characterization 
is beyond the scope of this work. It is already known that KARs are expressed in BLA principal 
cells and interneurons (Braga et al., 2009; Aroniadou-Anderjaska et al., 2012). A further 
characterization would be of interest but, given the lack of Grik1 dependent effects in behavioral 



phenotypes related to the amygdala function (i.e. anxiety and fear) and BLA physiology (mEPSCs 
and mIPSCs frequency, amplitude and charge transfer), we believe that it would add little to the 
main point of the paper. 

  
3. The GABAB-coupled inwardly rectifying potassium channels Kcnj6 (Kir3.2) is also triplicated in 
DS mouse models. In fact, increased slow inhibitory currents through GABAB receptors have 
been reported in both CA1 and dentate neurons of Ts65Dn mice (Kleschevnikov 2012; Best 
2012). In patch-clamp experiments, the authors have not used GABAB inhibitors during 
recordings. Were the slow GABAB currents excluded by the different kinetic during analysis? 

We agree with the reviewer in highlighting the role of Kcnj6 triplication in DS mouse models –
especially the Ts65Dn-. It is totally true that we did not apply GABAB antagonists during our 
recordings. However, it is not necessary to exclude GABAB currents during the analysis of 
m/sIPSCs simply because the extremely slow –in the range of hundreds of milliseconds- K+ 
currents evoked by GABAB activation could not be confused with m/sIPSCs –which present a 
rise and decay times more than an order of magnitude faster-. Indeed, in the paper by Best et al 
(2012), the authors describe the presence of electrical stimulation-evoked GABAB currents, in 
CA1 pyramidal cells, with an onset of activation slower than 500 ms, whereas we are presenting 
data regarding mIPSCs with a rise time faster than 10 ms.  

 
4. The authors have evaluated the density of PV interneurons but not of other classes of 
interneurons. I think it is necessary to also evaluate at least the density of Somatostatin (SOM) 
interneurons in CA1, CA3, dentate gyrus and cortex to give a clearer picture of the GABAergic 
population in this strain of mice compared to the widely used Ts65Dn. Moreover, as the authors 
have also analyzed GABAergic transmission in the amygdala, the analysis of both PV and SOM 
neuronal density should also be extended to this area.  

We totally agree with the reviewer regarding this point. We evaluated the density of PV+ 
interneurons in the CA1, CA3 and neocortex, showing that this parameter was unaltered across 
genotypes. We are aware that different reports (e.g. Chakrabarti et al., 2010) have previously 
reported that Ts65Dn mice present increased density of SOM+ cells. Therefore, in order to 
further characterize our animals, we have performed the analysis proposed by the reviewer, 
evaluating the density of PV+ and SOM+ cells in CA1, CA3, DG, cortex and amygdala 
(Supplementary figs 4 and 5). 

 
5. The authors repot a decrease of mEPSC and an increase of mIPSC and sIPSC frequencies in the 
CA1 region of Ts2Cje mice. Are these defects also present in the other hippocampal subfields 
(CA3 and dentate gyrus) as seen in other DS mouse models? Are the alterations seen in 
miniature frequency paralleled by differences in synaptic densities as shown in Ts65Dn mice 
(Stagni 2013; Parrini 2017)? Evaluation of glutamatergic and GABAergic synaptic densities in the 
same areas will strongly improve the manuscript.  

We thank the reviewer for rising this point. We were convinced that it would be very interesting 
to expand our analysis of basal excitatory and inhibitory function (EPSCs and IPSCs) in the CA1 
region, and we have performed these analyses in other regions in the hippocampal formation 
(CA3 and DG) (see Supplementary fig 8). Regarding the evaluation of the glutamatergic and 
GABAergic synaptic density, although such type of anatomical analyses would be interesting to 



perform, we believe that the carried out functional analysis (i.e. mIPSCs and mEPSCs) already 
provides information on this issue.  

 

6. The results on bidirectional alterations of inhibitory synaptic transmission alterations in CA1 
neurons is very interesting. However, is not clear from the method section where the stimulating 
electrode was placed for either apical or proximal stimulation (SR or OLM ?). Additionally, are 
the differences in release probability of GABAergic interneurons sufficient to explain the 
increase of mIPSC? Is release probability also affected in amygdala interneurons?  
Moreover, as different classes of interneurons (SOM and PV) make synaptic contacts along the 
somatodendritic axis of CA1 pyramidal neurons, it is unclear how Grik1 triplication may affect in 
opposite ways release probability of these two classes of interneurons. In the discussion section, 
the authors suggest that this may be due to canonical and non-canonical signaling pathways. 
Experiments to explain such differences will increase the interest of the manuscript. 

We thank the reviewer for presenting this concern. We show in the cartoon on Fig. 3 the position 
of the electrodes for proximal and distal stimulation. +We have indictaed this fact in the 
Methods section pag.16). Regarding the mechanistic basis for the bidirectional action of GluK1-
containing KARs, further experiments may be performed in order to determine the involvement 
of each of the signaling pathways in the promotion or decrease of GABA release by interneurons. 
However, such an evaluation of the signaling mechanisms underlying KAR-mediated control of 
GABA release has previously been performed. Our group previously showed that the KAR-
mediated reduction in GABA release from CA1 interneurons was caused by the activation of a 
metabotropic pathway (Rodríguez-Moreno and Lerma, 1998), a result that has been further 
corroborated by other laboratories (e.g. Cunha et al., 2000, Daw et al., 2010). Besides, different 
papers showed that KAR-mediated promotion of GABA release in CA1 occurred through the 
activation of an ionotropic pathway (Cossart et al., 2001; Jiang et al., 2001). Finally, there is a 
beautiful paper showing that KAR promotion of GABA release occurred through the ionotropic 
pathway, whereas KAR-mediated inhibition of GABA release depended on the metabotropic 
activity (Bonfardin et al., 2010; see also fig 3 in Lerma and Marques, 2013). Therefore, in light of 
the literature, we may speculate that Grik1-dependent unbalance in inhibition would occur 
taking advantage of both signaling pathways (with the ionotropic pathway promoting GABA 
release over distal dendrites and metabotropic one reducing GABA release over proximal 
dendrites). The aim of the paper was to show the effects of Grik1 triplication in the physiological 
and behavioral deficits present in Ts2Cje mice, rather than to find out what KAR signaling 
mechanism was involved. In order to avoid overstatements regarding these signaling 
mechanistic basis –which would be better addressed in future work- we maintain the question 
open with the following statement in the discussion “In the hippocampus, GluK1 is present in 
GABAergic terminals, where it may bidirectionally regulate GABA release through its canonical 
and non-canonical signaling pathways”. 
 
7. Regarding the synaptic plasticity experiments and the correlation with behavioral deficits, the 
results showing rescue of spatial memory performances without a concomitant improvement 
of LTP upon normalization of Grik1 expression are very interesting. The authors have fairly 
highlighted that these results indicate “that synaptic inhibition and spatial memory are 
independent from the LTP magnitude in the CA1 region of this model of DS”. However, this is 
only true for spatial memory measured with the NOL test. Therefore, the authors should also 
highlight that LTP magnitude in the CA1 region may depend on decreased glutamatergic 



transmission and that it may still explain deficits in associative memory (contextual fear 
conditioning) and novel object recognition. 

We thank the reviewer for acknowledging the interest regarding the lack of correlation between 
spatial memory impairment and LTP deficits in the CA1 region. However, the LTP deficits may 
still correlate with Grik1-independent behavioral deficits, such as NOR and associative memory. 
We thank the reviewer for raising this point and we have changed the text accordingly to clearly 
state this issue. On the other hand, regarding the causes underlying reduced LTP in Ts2Cje and 
TsGrik1+/- mice, we agree with the reviewer in the possible involvement of alterations in 
glutamatergic transmission (namely mEPSC frequency), and we have incorporated this 
possibility in the Discussion (see pag 12 , end of 1st para) 

 
8. For the behavioral experiments is not clear whether the same mice were used in the different 
tests. Alternatively, in case the same animals performed more tests, what was the order of the 
tests? 

We agree with the reviewer in that it is important to state that the animals were used in different 
test, and to inform on the order of experiments followed. We, have made it clearer  at several 
places (e.g. page 10, upper lines), including in the Methods section (page 17).  

 
9. Regarding decreased anxiety-related behaviors seen here in Ts2Cje animals, this phenotype 
appears somehow different from what previously reported for Ts65Dn mice, showing no 
difference (Martinez-Cue 2013, Vidal 2017) or increased anxiety-associated behavior (Lysenko 
2014). This discrepancy must be clearly highlighted to the readers in the discussion.  

We agree with the reviewer on this point. We believe that it will be important to highlight the 
discrepancies between Ts2Cje and Ts65Dn animals in order to better establish the 
characterization of both models. However, the literature on this issue is really controversial. 
Thus, as the reviewer states, it has been reported that Ts65Dn mice may present either 
increased or unaltered anxiety-like responses in the open field arena. However, Ts65Dn animals 
have been reported to stay more time in the open arms of the elevated plus maze (Shichiri et 
al., 2011; Corrales et al., 2013), suggesting a reduction in anxiety-like phenotypes. Our data show 
that Ts2Cje mice present reduced anxiety-like phenotypes in both open field and elevated plus 
maze tests. Therefore, it seems that the discrepancies previously reported would affect Ts65Dn 
–which would present increased anxiety in the open field and reduced anxiety in the elevated 
plus maze. In any case, we agree with the reviewer regarding the importance of highlighting the 
discrepancies between Ts65Dn and Ts2Cje. However, given the space constriction and the 
specificity of the , we leave to the expert readers to note this aspect and get their own 
conclusions.   

 
10. Regarding the conclusions drawn from data presented in Supplementary Figure 9, these are 
not convincing to me. First, these are only correlation and (even if characterized by significant p 
value) do not imply a direct link between the two behaviors analyzed. Second, since these are 
correlations (NOT association as indicated by the authors) it cannot be stated that: “contextual 
fear conditioning is dominated by spatial memory only in the euploid condition” (also because 
the correlation in this case was not even significant; p = 0.079) or that “results suggest that 
reduced anxiety dominates fear responses in trisomic mice”. These is clearly an over-
interpretation of the data not supported by a solid experimental approach. Moreover, this 



interpretation is not even reinforced by changes of either mEPSCs or mIPSCs in the amygdala of 
Ts2Cje mice. Therefore, unless the authors provide more convincing experimental data clearly 
linking alteration of contextual fear conditioningto spatial memory or reduced anxiety to fear 
responses I strongly encourage them to strongly dampen their conclusions. 

We also agree on the fact that the data provided by supplementary Fig. 9 are merely informative, 
rather than demonstrative. We thank the reviewer for rising this issue, and believe it would be 
important to restrict the conclusions obtained from such analyses. Regarding this point, we have 
modified the text in order to explain that the performance in the NOL test was not correlated at 
all in trisomic (Ts2Cje + TsGrik1+/-) animals with time freezing in the fear conditioning tests. In 
contrast, we found a significant inverse correlation between anxiety levels and fear responses 
in these animals, suggesting that anxiety may be playing a role in such fear responses. We 
believe this is an important indication for not getting strong conclusions out of these tests, which 
may be valuable for this and future studies (see page 10, end of 1st para).  
 
Reviewer #2 (Remarks to the Author): 

 
The manuscript of Valbuena et al characterizes the impact of the normalization of Grik1 dosage 
on the behavioral and physiological phenotypes present in the Ts2Cje mouse model of Down 
syndrome. They report that Grik1 normalization rescues memory impairments in this model and 
further reveal interesting bidirectional changes in the local inhibitory network of CA1. Overall 
the paper contains a well-presented and interesting set of data that will be useful to the field. I 
do have a several comments and questions that I think would help the authors improve the 
clarity of the manuscript and strengthen the conclusions they draw.  
 
1. In Figure 1 the authors present behavioral data from the NOR and NOL assays. The change in 
novelty preference is clear in the Ts2Cje mice, however given the data in Figure 5 showing 
changes in OF exploration it is important to note if there is a difference between the groups in 
overall object exploration time both during the encoding phase and the test phase. It is not 
stated in the methods if a minimum duration of object exploration during encoding was 
necessary for a subject to be included. The obvious worry is that if a hyperactive mouse simply 
ignores the objects (for example, exploration <10sec across the 15min session) then the deficit 
in recall can be separable from a true memory deficit. The total interaction time for all tests and 
sessions should be compared across groups and included in the supplementary materials. 

We understand the reviewer’s worries regarding the analysis and interpretation of NOR and NOL 
assays. It is true that a reduction in the exploration time may produce deficits in exploration and, 
subsequently, impaired discrimination of the novel object identity or location. Accordingly, in 
order ensure meaningful object exploration tests, we set a threshold for object interaction (20s) 
during analysis. As we stated in the Reporting Summary, if a mouse didn’t pass that threshold 
(something that happened very few times) we discontinued the analysis. We thank the reviewer 
for raising the point, indeed, and we have included a specific statement on the establishment of 
such a threshold (page 18). In addition, the Supplementary fig 6a and 6b, show the 
discrimination index for the training phase (adquisition) of NOL and NOR, respectively, 
demonstrating that mice from all genotypes explored equally the two identical objects placed in 
training locations.    

 
2. In Figure S1 they authors demonstrate the Grik1 mRNA levels in the Ts2Cje mice roughly 



reflect the increase in gene dosage, however the ATPA triggered currents in panel b shows that 
in CA1 interneurons the increase in KAR currents is much larger than 1.5x or 2x and seems closer 
to 8-10x. Can the authors explain this? This should be discussed. 

We thank the reviewer for rising this concern. It is true that, whether the triplication of Grik1 
resulted in a 1.5/2-fold increase in mRNA expression in Ts2Cje mice, the ATPA-evoked currents 
in interneurons showed a much larger increase. This is the expected consequence of introducing 
GluK1 subunits in KARs which, under control conditions, lack this subunit. As our group and 
others have previously reported, the KARs in interneurons are diverse, with KARs presenting and 
lacking the GluK1 subunit (Christensen et al., 2004; Wyeth et al., 2017, etc.). We applied a 
concentration of ATPA (1 µM) which only activates GluK1-containing receptors but no other 
combinations of KAR subunits. The activated currents are above the observed 1.5/2-fold 
increase in Grik1 mRNA in Ts2Cje mice likely due to the fact that there is no linear correlation 
between the amount of mRNA coding for GluK1 and the amount of GluK1 protein.  

 
3. In their characterization of the bidirectional modulation of GABA release by mIPSC amplitude 
the authors state in the text on p.6 “… a lower proportion of mIPSCs with amplitudes between 
40 and 100 pA” , yet in the figure the difference is characterized in the 40-80pA bin. This should 
be made consistent.  

We thank the reviewer for highlighting this typo. The correct statement is  “a lower proportion 
of mIPSCs with amplitudes between 40 and 80 pA” and we have changed the text accordingly. 
 
4. In general, I found the last section of the paper, dealing with the anxiety and fear phenotypes 
to be the weakest and most ambiguous part. The hyperactivity phenotype in Figure 5 was not 
rescued in the TsGrik1+/- mice. The authors interpret this in terms of reduced anxiety, which is 
one possibility. However increased locomotion in a novel context could also reflect deficits in 
habituation and spatial coding, in fact, this is a classic phenotype of hippocampal lesions. It 
would be more convincing to look at the data in a temporal manner (exploration distance over 
time) to assess habituation in these animals compared to the Ts2Cje mice. The same can be said 
for the fear deficits. Given the significant decrease in fear memory in both the context and tone 
test I agree it is valid to postulate defects in the amygdala circuit, however it does not rule out 
contributions from the hippocampus that are not rescued in the TsGrik1+/- mice. This possibility 
must be noted. 

We agree with the reviewer regarding this point. It is true that the hyperactivity phenotype may 
be explained in many ways, one of them being the reduced anxiety, another being the 
hippocampal alterations. We would like to point out that our intention was not to link 
hyperactivity phenotypes to anxiety in trisomic animals. It has been previously shown that other 
mouse models (e.g. Ts65Dn) present increased locomotor activity in different tests (Braudeau 
et al., 2011; Kleschevnikov et al., 2012a). By reporting the hyperlocomotion phenotype present 
in Ts2Cje animals we just wanted to highlight the existence of another similarity with Ts65Dn 
mice, without evaluating its underlying possible explanations (given it was not restored upon 
Grik1 normalization).  

 
5. The freezing levels reported in the controls are extremely high for the protocol used (1 shock, 
0.5mA, 2”) and not consistent with the vast majority of the literature. Please expand the 
methods sections on how freezing was scored. 



We are aware of the high level of freezing shown by euploid animals. We believe that this may 
be strain-specific. Our results show that our animals presented ~70% time freezing after the 
shock and this freezing level was actually caused by the shock (0.5 mA, 2’’), since we controlled 
the time the animals froze once placed in the box and it was always less than 15%. 

 

 
6. The correlation analyses in Figure S9 is not convincing or useful. The findings in the euploid 
mice (panel a) are not significant and due to the surprisingly high levels of freezing creating a 
ceiling effect, the correlation doesn’t say much about the relationship between these measures. 
I think the paper would be stronger with this entire section and figure simply eliminated.  

We understand the reviewer’s concern regarding the information provided by the Fig. S9. It is 
true that the high level of freezing may create a ceiling effect, making it difficult to evaluate or 
interpret the correlations that we provide. Our intention when including such analyses in the 
manuscript was to highlight the correlation between anxiety levels and fear responses in 
trisomic (but not euploid) mice. In order to avoid overstatements, as suggested by the referee 
1,  we have changed the text to make it clear that our correlations are merely informative and 
only try to provide a note of caution at the time of interpreting fear memory tests under 
different anxiety scenarios. Alternatively, we are open to remove this supplementary figure and 
the accompanying text, but as mentioned above, we find it useful for future studies.  
 
 
Reviewer #3 (Remarks to the Author): 

The study by Valbuena et al. investigates the behavioral and electrophysiological consequences 
of GluK1 disruption in the Ts2Cje mouse model of Down’s syndrome. In addition to comparing 
euploid controls and triploid mutants, the authors also look at trisomic Ts2Cje mice that are 
euploid for the Grik1 gene. While the general question of how Gluk1 regulates brain function is 
interesting, both in normal and disease conditions, this work does very little to enhance our 
understanding of the links between genes, cellular activity, and behavior. 

We thank the reviewer for the thoughtful revision of our manuscript. We agree on the idea that 
our work improves our knowledge on the role of Grik1 in normal and disease conditions. 
However, we think that our research –especially due to our genetic normalization approach- 
really does contribute to expanding our understanding on the important link between gene 
triplication and physiological/behavioral deficits present in DS models. Indeed, our work 
evaluates the specific involvement of the Grik1 in such deficits, dissecting the participation of 
this gene in a plethora of cellular physiological and behavioral alterations present in the Ts2Cje 
model of DS. Whereas most of the studies regarding DS have been performed using 
pharmacological tools, we chose a precise gene normalization approach, similar to the ones 
revealing the involvement of Kcnj6 in NOR and DG LTP deficits (Kleschevnikov et al., 2017) or the 
participation of Dyrk1a in Alzheimer disease-like phenotypes present in Ts65Dn mice (García-
Cerro et al., 2017). Even though we don’t ignore the complexity behind DS phenotypes, we firmly 
believe that the use of such genetic approaches constitutes a vast improvement over 
pharmacological tools, providing precise information on the genes which, when triplicated, 
underlie well known alterations at higher levels.  

 
1. While behavioral rescue (of some but not all assays) through normalization of Grik1 dosage is 



notable, there is no circuit specificity to the analyses. Are these mice altered in sensory, 
emotional, or motor function? To what extent do the observed phenotypes arise from the 
hippocampal cellular changes reported later in the manuscript? 

We thank the reviewer for raising this point, and agree on the fact that analyses on sensory or 
motor function would improve the manuscript. Accordingly, we have performed such behavioral 
analyses and include them in the study (Supplementary fig. 3). Besides, regarding the behavioral-
physiological analyses, we have to point out that our genetic normalization approach not only 
resulted in a rescue of the spatial memory deficits present in the Ts2Cje model, but also in a 
recovery of alterations in the inhibitory deficits present in the hippocampal CA1 region. Indeed, 
we describe a novel unbalance in dendritic inhibition of CA1 pyramidal neurons that, for the best 
of our knowledge, provides with the first mechanistic explanation accounting for the observed 
deficits (and recovery) of spatial memory in a mouse model of DS. We think that our conclusions 
are well supported not only by our results, but also by the increasing evidences pointing to a 
crucial role of distal dendritic inhibition in hippocampal function and associated memory 
processes (Leão et al., 2012, Siwani et al., 2017, Turi et al., 2019, etc.). However, we are 
conscious about the fact that an increased exploration of hippocampal physiology alterations 
would further support our conclusions, and have performed mEPSCs and mIPSCs analyses in 
other regions (CA3 and DG) of the hippocampus in order to determine whether different 
systems may also participate in the observed behavioral deficits (see Supplementary fig 8) 
 
2. The major electrophysiological conclusion is that altered Grik1 expression differentially 
impacts inhibition along the somatodendritic arbor of CA1 pyramidal cells. This conclusion is 
based wholly on altered mIPSC amplitudes and kinetics, which are purported to reflect dendritic 
localization. However, a wide range of mechanisms influence both these properties (e.g., 
receptor subunit composition, receptor density, presynaptic release properties – synchronous 
versus asynchronous release, and postsynaptic conductances that modify the membrane time 
constant). None of these additional factors is explored here, making it impossible to support the 
primary conclusions. 

We thank the reviewer for raising this point. Part of our manuscript conclusions lay on an in-
depth analysis of m/sIPSCs events. We agree in that the properties of mIPSC events may be 
affected by different mechanisms. We must highlight, however, that such analysis was further 
corroborated by studying the PPR of evoked responses (which evaluate presynaptic release 
properties). Thus, whether mIPSC analyses provided evidences about asynchronous release, PPR 
experiments (performed by electrically stimulating GABA release from distal and proximal 
inhibitory synapses; see Fig 3) informed about synchronous GABA release. We must also note 
that, although KARs have repeatedly been reported to modulate GABA release in a bidirectional 
manner (Rodríguez-Moreno and Lerma, 1998; Cunha et al., 2001; Mulle et al., 2000; Cossart et 
al., 2001; Jiang et al., 2001; Bonfardin et al., 2010), no report has ever described any KAR 
mediated effect on subunit composition or postsynaptic conductances of GABA receptors. 
Indeed, such effects would be extremely unlikely due to the fact that GluK1-contaning KARs 
present negligible levels of expression in CA1 pyramidal cells (Paternain et al., 2000; see 
Supplementary fig 1c-e too). Therefore, we think that our interpretations rest on the concurrent 
conclusions obtained by the different experimental approaches performed in this work and the 
wide literature on the field of KAR-mediated regulation of GABA responses. 
 
3. The plasticity data seem completely out of place – the lack of rescue upon normalizing Grik1 



levels is interesting but seems disconnected from the rest of the study, which is about changes 
that are Grik1-dependent. 

We thank the reviewer for rising this point. We believe, however, that this is one of the most 
important outcomes of the manuscript: Grik1 normalization did not restore LTP deficits in the 
CA1 region of the hippocampus.  Indeed, most of the literature regarding synaptic plasticity 
deficits in DS has reported that these deficits were restored upon pharmacological blockade of 
inhibitory activity, and the general conclusion in the field has been that inhibitory synaptic 
enhancement underlies synaptic plasticity deficits in this region (Costa and Grybko et al., 2005; 
Fernandez et al., 2007; Martínez-Cué et al., 2013). Our work implies that this assumption may 
not be correct. Thus, our genetic normalization strategy was sufficient to precisely restore the 
inhibitory synaptic deficits observed in the CA1 region of Ts2Cje mice but not the synaptic 
plasticity deficits observed in this region. These results suggest, therefore, that it is plausible to 
state that inhibitory synaptic alterations –caused by Grik1 triplication, as we demonstrated- in 
the CA1 region are not paralleled by synaptic plasticity deficits –independent on Grik1-. We 
believe that this result will stimulate the field to further switch to genetic-based approaches in 
the pursue of a mechanistic explanation of synaptic plasticity deficits in DS mouse models.  
 
4. Some minor issues: PV immunostaining for cell density is very hard to interpret given the 
activity-dependence of PV expression. All statistical tests should be named in the text, with n- 
and exact p-values provided. No mention is made of corrections for multiple comparisons 
throughout, for example, in Figure. 2a and c. Indeed, these analyses would better done with a 
distribution test (e.g., k-s) where arbitrary data binning is not required. 

We thank the reviewer for raising these issues. We agree on the fact that PV expression may be 
affected in an activity-dependent manner, as previously reported. However, we are unaware of 
any previous report interpreting the alterations in PV+ cells in light of activity changes in mouse 
models of DS. We followed the methodology of these reports in order to evaluate PV+ cell 
density in our mice. 

Regarding the statistical methods, we agree on the fact that informing on the statistical tests 
used in each occasion would be important. However, due to the high number of statistical 
analyses performed, the test and the exact n- and p-values are properly stated in the 
supplementary tables instead of along the text, since this will make reading extremely 
demanding. In all statistical tests, corrections for multiple comparisons were automatically 
performed by the analysis software used (now indicated in page 19). Finally, regarding the 
analyses in Fig. 2a and c, we didn’t perform k-s comparisons due to the fact that we had three 
distributions to compare. In contrast, we chose the bin analysis because of its simplicity and 
straightforward interpretation.   
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REVIEWERS' COMMENTS:  
 
Reviewer #1 (Remarks to the Author):  
 
The authors have adequately answered to most of my questions and issues. The overall quality of 
the manuscript has improved.  
 
 
Reviewer #2 (Remarks to the Author):  
 
The authors have addressed all my major concerns with their comments, additional data and text 
changes.  
The only outstanding point is the inclusion of the correlation plots (now Figure S12), which I would 
continue to recommend be removed from the paper, however I will leave this up to the discretion 
of the editor. Overall I find this to be an interesting study that will be of value to the field.  
 
One minor error on p.3, "miss-expression" should be misexpression  
 
 
Reviewer #3 (Remarks to the Author):  
 
There is very little for me to write, as the authors responded to almost none of my previous 
concerns. Thus, they remain as before. Highlighted briefly:  
 
1. Altered pain sensitivity and rotarod fall latency are hardly a reasonable assay of altered sensory 
function that might contribute to the phenotype (can they see? can they hear? can they smell?).  
 
2. The authors did nothing to address the almost complete lack of consideration for other 
mechanisms that would alter mIPSCs beyond dendritic location (e.g., receptor subunit composition 
or altered kinetics of presynaptic release). Indeed, they seem to confuse miniature events with 
asynchronous release. These are not the same, and the former does not measure the latter.  
 
3. I still feel the LTP data are out of place in this story. The fact that the result is important does 
not make it peripheral to the present manuscript.  
 
4. Statistical problems are largely unaddressed. The authors do not seem to realize that arbitrary 
binning of data is not a valid analysis approach. Additionally, they do not even name the multiple 
comparisons correction, only stating that the software does it automatically. This does not inspire 
confidence in the overall statistics.  
 
5. There is no response to my concern that measuring PV expression is not "cell counting", as 
levels of PV are highly activity dependent. Thus, changes in PV "counts" may have no relation to 
the number of cells that are actually canonical PV interneurons.  



Point by point answers to reviewers’ comments. 

REVIEWERS' COMMENTS: 

We thank the reviewers for their thoughtful comments. We believe that, overall, they have 
greatly improved the quality of the manuscript. Below we provide a point-by-point answer to 
these comments. 
 
Reviewer #1 (Remarks to the Author): 

The authors have adequately answered to most of my questions and issues. The overall quality 
of the manuscript has improved. 

We are glad for having successfully answered the reviewer’s questions and thank the reviewer 
for the help in improving the quality of the manuscript. 

 
Reviewer #2 (Remarks to the Author): 

The authors have addressed all my major concerns with their comments, additional data and 
text changes.  

We are also happy for having complied with the reviewer’s concerns and thank him/her for the 
help in the process. 

 
The only outstanding point is the inclusion of the correlation plots (now Figure S12), which I 
would continue to recommend be removed from the paper, however I will leave this up to the 
discretion of the editor. Overall I find this to be an interesting study that will be of value to the 
field. 

We still believe that the correlations provided in the Supplementary Fig. 12 improve the 
quality of the work, as they provide a plausible explanation for the observed phenotypes in the 
fear conditioning test. Indeed, the exitance of  correlations between apparently unrelated 
behaviours suggest some caution at the time of making interpretations  from different 
behavioral paradigms in this and other studies. We thank the Editor for allowing the figure to 
remain. 

 
One minor error on p.3, "miss-expression" should be misexpression 

We thank the reviewer for highlighting this typo and we have changed the text accordingly. 
 
 
Reviewer #3 (Remarks to the Author): 

 There is very little for me to write, as the authors responded to almost none of my previous 
concerns. Thus, they remain as before. Highlighted briefly: 

We thank the reviewer for the thoughtful comments. We try to provide meaningful answers to 
his/her points.  



 
1. Altered pain sensitivity and rotarod fall latency are hardly a reasonable assay of altered 
sensory function that might contribute to the phenotype (can they see? can they hear? can 
they smell?). 

We thank the reviewer for raising this point. It is a convenient question to ask whether the 
animals have altered sensory function. According to the previous concern raised by the referee 
–regarding motor function and pain sensitivity- we have performed the rotarod and hot plate 
tests, finding no differences across genotypes. Regarding the new issue dealing with sensory 
function, we did not find any gross phenotype. Actually, during NOL and NOR tasks, mice are 
guided by visual cues and sniff the objects as a way to interact with them, suggesting that 
sensory function is not altered.  
 
2. The authors did nothing to address the almost complete lack of consideration for other 
mechanisms that would alter mIPSCs beyond dendritic location (e.g., receptor subunit 
composition or altered kinetics of presynaptic release). Indeed, they seem to confuse 
miniature events with asynchronous release. These are not the same, and the former does not 
measure the latter. 

We thank the reviewer for highlighting this point. Although a change in the weight of 
asynchronous vs synchronous release would affect evoked IPSC, this is unlikely to affect the 
kinetics of single events. Therefore, our assumption of the origin of mIPSC according to their 
kinetics stands. Conceptually, asynchronous events and a miniature events are identical 
(Kaesser and Regehr, Annu Rev Physiol. 2014; 76: 333–363). In any case, we have included a 
statement in the manuscript about a plausible mechanism (i.e. altered synapse density) that 
may also participate in alterations in mIPSCs frequency besides the one we have demonstrated 
(i.e. unbalanced dendritic inhibition caused by GluK1 dependent alterations in GABA release 
probability). 
 
3. I still feel the LTP data are out of place in this story. The fact that the result is important does 
not make it peripheral to the present manuscript. 

We still believe that the inclusion of the LTP data in the paper is important due to two issues. 
First, it discards the participation of Grik1 triplication in the appearance of the classical LTP 
deficits found in mouse models of DS. Second, it forces to reconsider the long-established idea 
that spatial memory alterations are exclusively due to LTP deficits in the hippocampus. 
However, in order to further integrate the information provided in the LTP experiments, we 
have moved the synaptic plasticity figure and the text section ahead to the mIPSCs analysis. 
We believe that this change improves the narrative of the article, making it easier to 
understand the reason for performing the LTP experiments.  
 
4. Statistical problems are largely unaddressed. The authors do not seem to realize that 
arbitrary binning of data is not a valid analysis approach. Additionally, they do not even name 
the multiple comparisons correction, only stating that the software does it automatically. This 
does not inspire confidence in the overall statistics. 



We thank the reviewer for this point. However, we disagree regarding the reviewer’s idea on 
the use of data binning as a valid analytic approach. We performed such data binning as a way 
to specifically evaluate the effect of Grik1 triplication in the events (m/sIPSCs) originated in 
different sections of the dendrite. We believe data binning is a totally valid approach for this 
purpose although, in any case, we have further confirmed the conclusion  from this in-depth 
analysis of m/sIPSCs by assessing PPR of eIPSCs in different segments of the somatodendritic 
axis of CA1 pyramidal cells. Regarding multiple comparisons, we state that corrections for 
multiple comparisons were automatically performed by the tests we used in the Statistics 
subsection of the Methods (page 20). 

 
5. There is no response to my concern that measuring PV expression is not "cell counting", as 
levels of PV are highly activity dependent. Thus, changes in PV "counts" may have no relation 
to the number of cells that are actually canonical PV interneurons. 

We agree with the reviewer regarding the partial activity-dependence of PV expression. 
However, although we cannot discard that such activity dependence may influence 
interneuron counts in our mice, we don’t believe this is critical. No previous study has reported 
any difference in activity-dependence of PV expression in mouse models of DS (even though 
multiple laboratories have explored PV+ neuron densities in these models). Besides, in our 
study, the PV+ cell density was not altered by any change in environmental conditions, 
suggesting that activity levels played negligible roles in PV expression. In any case, we have 
included a statement highlighting this possibility in the manuscript. 
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