
Table 6. Simulation study comparing Mapggm and the SourceSet. Precision and type I error (in parentheses) for the two methods in different
simulation settings. Type I error for SourceSet is computed as the probability that the source set estimate contains a false positive; for Mapggm method
it is the probability that a node other than node 5 is first ranked with a significant p-value.

Mapggm SourceSet

n = 5 n = 10 n = 25 n = 5 n = 10 n = 25
Weak 0.07 (0.37) 0.10 (0.22) 0.22 (0.09) < 0.01 (< 0.01) 0.01 (< 0.01) < 0.01 (< 0.01)
Mild 0.76 (0.20) 0.98 (0.02) 1.00 (< 0.01) 0.03 (0.01) 0.38 (0.01) 1.00 (0.06)
Moderate 0.93 (0.07) 1.00 (< 0.01) 1.00 (< 0.01) 0.27 (0.01) 1.00 (0.01) 1.00 (0.02)
Strong 0.97 (0.03) 1.00 (< 0.01) 1.00 (< 0.01) 0.85 (0.02) 1.00 (0.02) 1.00 (0.03)

condition are used to estimate the graphical structure by means of a penalized regression. In the 563

second step, the effects of network propagation are eliminated by network filtering, and then, a 564

set of likelihood ratio tests is performed to identify the most likely site of the original 565

perturbation. The output of the method is a list of genes, ranked according to a p-value for the 566

hypothesis that the said gene is the origin of perturbation. 567

In this simulation study, we considered the same graph G on 10 nodes as before (Fig 2). We 568

perturbed node 5, following the perturbation strategy described in [51]. Since NF searches only 569

for the perturbations in the mean value, data in the control condition are sampled from N(0,⌃); 570

in the perturbed condition from N(⌃µ,⌃), where only the fifth element of µ, i.e. µ5 was non-zero. 571

We considered four different values for µ5 = 1, 5, 10, 50, corresponding to the weak, mild, 572

moderate, and strong perturbation. We also considered three different sample sizes n = 5, 10, 25. 573

To render the comparison of the two methods more balanced, instead of estimating network 574

structure encoded in ⌃ via penalized regression in NF, we used the prior information on the 575

underlying graphical structure encoded in G. For each combination of the sample size and 576

perturbation strength we generated 100 datasets. We compared the two methods in terms of 577

precision, i.e. the estimated probability that the origin of perturbation is correctly identified, and 578

type I error. 579

Results, shown in Table 6, demonstrate that NF has more power to detect the origin of 580

perturbation when the signal is weak, i.e. when n small and the perturbation strength is low. 581

Nevertheless, the higher power comes at the cost, since NF method was not designed to provide 582

the control of false positives, which can be especially prominent for small n: type I error for 583

n = 5 and mild perturbation strength is 0.20. Finally, it should be stressed that NF searches for a 584

more specific type of perturbation – the one affecting the mean only – and assumes that the 585

covariance matrices in the control and perturbed condition are the same. As a consequence, NF 586
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Fig 8. Mapggm analysis results for the chimera case study. Rank (x-axis) according to the
non-sequential NF test statistic (y axis) for the 67 genes annotated in the Chronic myeloid leukemia KEGG
pathway. ABL1 (rank=27) and BCR (rank=37) genes are highlighted with blue dots.
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