
Reviewers' comments:  

 

Reviewer #1 (Remarks to the Author):  

 

General comments:  

 

The study by Chen et al investigates whether plant, microbial or soil organic matter (SOM) variables 

control the magnitude of priming effects in soils sampled from the Tibetan Plateau. The results 

demonstrate that SOM decomposability and availability are better predictors of the priming effects 

than other variables that have been more commonly used in previous studies. I think this is an 

important finding that is likely to advance the understanding of soil organic matter priming.  

 

I did however, find the reference to ‘traditional’ plant, soil and microbial predictors a little unhelpful 

as it implies that the soil community was ignoring soil organic matter quality and availability in the 

study of priming effects and I do not consider this to be the case (for example, papers cited in this 

study have been longing at this issue for more than a decade). Rather, I think the new results provide 

a well-presented analysis of the relative importance of different types of variables in Tibetan Plateau 

ecosystems, and presents a compelling case for the importance of SOM quality and availability 

versus plant and microbial factors. It therefore adds important understanding of the relative roles of 

different potential control factors, helping to test competing hypotheses and it is not necessary to 

imply SOM quality and availability have been largely ignored to date.  

 

It is always challenging in an analysis of a large number of highly inter-correlated variables to 

demonstrate which the key variables are, and to demonstrate cause and effect. The analysis could 

obviously change if new variables were added (more information on the quality of plant inputs, for 

example), but I found the analysis presented in Figure 2 to be very effective and convincing. 

However, I would like to request a couple of further analyses be carried out to demonstrate that the 

results are robust:  

 

1. Firstly, the priming effects are presented per unit soil weight. Priming effects can also be 

presented as a percentage stimulation of the flux, per unit SOM, or even per unit C added. It would 

be helpful to demonstrate that the conclusions hold irrespective of the units the priming effects are 

presented in and are not simply related to SOM quality and availability because they are presented 

per unit soil mass.  

2. In terms of the nutrient mining hypothesis, I was surprised that potential enzyme activity 

ratios did not seem to be included as microbial predictors. The ratios of C:N, C:P and N:P cycle 



enzymes may provide information on the extent of microbial C versus nutrient limitation and this 

would seem more likely to be informative than the raw potential activity measurements.  

3. The rate of addition was made proportional to initial microbial biomass. I recognise that 

some kind of standardisation is necessary and using microbial biomass makes sense. However, by 

standardising per unit microbial biomass this may already reduce the potential importance of 

microbial variables in controlling the magnitude of priming effects. This should be discussed in the 

paper.  

 

In summary, I found this to be an interesting and potentially important study but would suggest that 

the authors need to carry out a few more analyses to demonstrate the robustness of the conclusions 

and would advise against using the term ‘traditional’ and suggesting that only plant and microbial 

variables have been investigated to date. Rather, the study would be better framed as a detailed 

evaluation of the relative importance of plant, microbial and SOM variables in controlling the 

magnitude of priming effects.  

 

 

 

Specific comments:  

 

Lines 277-315: How frequently were the flux and isotopic measurements made and did the 

magnitude or sign of the priming effects change with time during the 65 day incubation?  

 

Lines 326-327: Are there no data on plant species composition. E.g. relative coverage of grasses, 

sedges, shrubs etc?  

 

Lines 342-347: The ratios of potential enzyme activities associated with carbon, nitrogen and 

phosphorus cycles may provide information on how carbon or nutrient limited the microbes were. In 

terms of testing hypotheses related to nutrient mining, these ratios may be more valuable than 

individual enzyme activities.  

 

 

 

Reviewer #2 (Remarks to the Author):  



 

Chen et al. evaluated soil priming across a gradient of sites in the Tibetan Plateau. I acknowledge the 

amount of work that went into this project. However, I had a difficult time with the manuscript for 

the reasons given below.  

 

To start with, I don’t completely accept the justification given several times, that “none of previous 

studies has explicitly addressed the relationship between soil C decomposability and priming effect 

over the broad geographic scale” (lines 74-76). There are numerous related gradient studies (e.g., 

Madagascar, https://www.nature.com/articles/ismej2017178). Why are these studies not relevant?  

 

More importantly, the paper doesn’t do a good job of explaining the 2200-km gradient, either its 

characteristics or how it relates to the study system. The gradient is described in this way: “The 

sampling sites covered a wide range of climate, plant productivity and soil conditions affecting soil C 

stock and its decomposability.” Why and how were these 90 sites chosen? How do soil properties 

change along this gradient, in particular texture and other physical properties. Why, for instance, 

would you necessarily incubate all soils with fixed soil moisture (60% water holding capacity) (line 

280) if there are textural, and hence water potential, differences? It feels at times that the authors 

were designing an experiment to reach a particular conclusion.  

 

The words “error” and “statistics” are barely mentioned in the manuscript and not at all in the 

supplement. Much more work and description is needed here for the paper to be acceptable.  

 

The writing will need considerable work for grammar and clarity before publication, regardless of 

the outcome of review. That statement is not a reflection on the review or a factor to weigh for 

acceptance or rejection.  

 

I don’t find Figure 2 to be very helpful. It is difficult to read and somewhat difficult to interpret.  

 

Some relevant papers:  

Meta-analysis: https://www.sciencedirect.com/science/article/pii/S0038071716301560  

Priming in a similar steppe in China: https://onlinelibrary.wiley.com/doi/full/10.1111/oik.01728  

 

Additional comments:  



 

It’s my understanding that the authors split all predictors into four groups: plant factors, soil factors, 

microbial factors, and soil C decomposability. It seems that a few measurements are missing from 

the first three groups, and the uniqueness of soil C decomposability as a predictor is unclear.  

 

For the 'plant factor', we know belowground inputs (e.g., root biomass and exudation) play a key 

role in SOM formation and in situ priming. While the transect was dominated by similar vegetation 

(namely, steppe and meadow grasslands), would you expect significant differences in below-ground 

biomass across sites? For example, different root biomass and/or rooting depths, depending on 

climate. Do grass species change across the transect?  

 

The 'soil factor' does not include any information on soil mineralogy or other inherent soil 

characteristics. I would recommend including soil texture (% clay and silt) and soil order, at the very 

least, as a part of this factor. The authors could also include bulk density.  

 

With 'soil C decomposability' as a combination of chemical quality (e.g., lignin, etc.) and mineral 

protection, it seems that it would in fact be driven by underlying soil, plant, and microbial factors. 

The uniqueness and usefulness of considering this as a novel ‘non-traditional factor’ for analyzing 

priming is unclear to me.  

 

Other questions/comments:  

 

- What were the decay rates obtained for the two-pool model? Was a unique solution obtained, or 

what was the distribution? Was there an uncertainty in the size of the fast and slow pools? How did 

this, and other measurement uncertainties, follow through the later statistical analyses?  

 

- Do the priming effect measurements (e.g., Fig. 1) have error associated with them? How much did 

the incubation results (performed in triplicate) vary?  

 

- How did you decide to add the 13C glucose equivalent of 100% of the microbial biomass at each 

site, as opposed to a different proportion or an addition weighted on the relative amounts of SOC or 

plant inputs across the sites?  

 



- Do you expect that a large addition of glucose, a low molecular weight ‘sweet’, could shift the 

microbial community? Does this limit the generalizability of the results?  

 

- It seems the glucose addition was performed as a pulse at the beginning of the incubation. Can you 

comment on the potential role and implications of C starvation during the course of the 65-day 

experiment?  

 

- The term ‘mineral-affected’ is a bit confusing, and I have not seen it used in the literature. I 

understand the intent — that the micro-aggregate size fraction is influenced by the formation of 

underlying mineral-associations and sticky microbial compounds, and therefore they are both in 

some way 'mineral-affected'. However, these two fractions are very different mechanistically — 

namely, through physical vs. chemical protection. I would suggest breaking up this pool into clay+silt 

vs. micro-aggregate contributions, or I would use a different term.  

 

- How would this information be used to inform models? While priming is recognized to be an 

important feedback and efforts are being made to capture this response in models, it is still debated 

how to mechanistically or implicitly incorporate this feedback in models. What do the results tell us 

about mechanisms and correct representations? How can these reported correlations be used?  

 

- Furthermore, such SOM models are often applied across soil and vegetation types. Do you expect 

your results to be generalizable to other vegetation types, e.g., forests?  

 

 

 

Reviewer #3 (Remarks to the Author):  

 

The manuscript by Chen et al is an interesting attempt to estimate the importance of different 

carbon stabilization process (chemical recalcitrance and mineral interactions) on priming intensity. 

Priming is considered as an important process controlling soil carbon fluxes but we still lack the 

understanding of the mechanisms behind. Consequently, predicting the priming intensity is very 

challenging.  

 



I appreciate the efforts made by the authors to sample over a large region (the Tibetan plateau) but I 

have several concerns mainly about methodological aspects that should be considered before any 

publications.  

 

1. A large part of the manuscript relate priming and chemical recalcitrance but at any moment, 

the important debate occurring in the soil science about chemical recalcitrance (Dungait et al., 2012; 

Kleber, 2010; Marschner et al., 2008; Mikutta et al., 2006) is mentioned. Even though, the concept is 

not totally abandoned by the soil science community it is largely criticized (Lehmann and Kleber, 

2015; Schmidt et al., 2011) and more and more evidences tends to suggest that this concept is 

misleading (e.g. Klotzbücher et al., 2011). The authors may disagree and think the concept is still 

useful but they must explain why and mention how their arguments take part of the current debate.  

 

2. To measure priming, the authors scaled the amount of glucose on the microbial biomass but 

they do all their analyses with priming given in gC-CO2 g-1 of soil without considering that priming 

intensity is related to the labile material amended (e.g. Xiao et al., 2015). I suggest to redo the 

analysis estimating priming per g of C soil and g C-glucose added to be consistent  

 

3. The modelling approach is difficult to understand and it took me several reading to finally 

get something but I am even not sure that I understood completely. Basically, the authors 

considered that with such short term incubations it is not possible to estimate the most passive pool 

and they therefore fixed the Ctot parameters of eq. 5 to be 1000mg g-1. Based on this assumptions 

they estimate the f1 parameter and the two decay rates of the corresponding pools. Ctot is 

therefore not the total soil C stocks but the sum of the fast and slow pools. Therefore, the fig. S2b is 

misleading because it suggests that you correlated the priming with the fast pool size whereas it is 

actually just the fast pool over the sum of the fast and slow pools. Moreover much more information 

are needed in particular the prior values, the estimated parameters and their confidence interval.  

 

Minor comments:  

 

L49: Don’t forget lateral transfer through erosion for instance  

 

L275: How do you stored the samples before incubations?  

 

L285: How do you estimate the microbial biomass? The amount of glucose added as well as the 

microbial biomass should be given in sup mat  



 

L286: I don’t get why you had blank if you started with CO2-free atmosphere. The incubation flasks 

were not closed?  

 

L320: I am ok with this assumption because your sampling points are mainly on grassland and steppe 

which, I guess, are largely composed of annual plants but it should be a bit more explained in the 

text.  

 

L342: Please rephrase, I guess your talking about the Bosso et al protocol but with the “Nat. Com.” 

style the reading is not straightforward.  
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Response to Reviewer #1: 

[Comment 1] General comments: The study by Chen et al investigates whether plant, 

microbial or soil organic matter (SOM) variables control the magnitude of priming 

effects in soils sampled from the Tibetan Plateau. The results demonstrate that SOM 

decomposability and availability are better predictors of the priming effects than 

other variables that have been more commonly used in previous studies. I think this is 

an important finding that is likely to advance the understanding of soil organic matter 

priming. 

[Response] Thanks for the reviewer’s positive comment. 

 

[Comment 2] I did however, find the reference to ‘traditional’ plant, soil and 

microbial predictors a little unhelpful as it implies that the soil community was 

ignoring soil organic matter quality and availability in the study of priming effects 

and I do not consider this to be the case (for example, papers cited in this study have 

been longing at this issue for more than a decade). Rather, I think the new results 

provide a well-presented analysis of the relative importance of different types of 

variables in Tibetan Plateau ecosystems, and presents a compelling case for the 

importance of SOM quality and availability versus plant and microbial factors. It 

therefore adds important understanding of the relative roles of different potential 

control factors, helping to test competing hypotheses and it is not necessary to imply 

SOM quality and availability have been largely ignored to date.  

[Response] Very good comment! Following the reviewer’s comment, we have 

deleted the term ‘traditional’ in the revised MS, and focused more on the relative 

importance of different factors in driving the priming effect over broad 

geographic scale as follows (Page 4-5, line 86-90; line 97-100). We would also like 

to mention that, compared to previous studies, this work included more variables 

to directly characterize the chemical recalcitrance and other physico-chemical 

protections (Table R1). Specifically, previous studies usually characterized SOM 

quality indirectly by using C:N ratio (Luo et al., 2016, Qiao et al., 2016, 

Razanamalala et al., 2017), DOC content (Chowdhury et al., 2014) and SOC content 
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(Table R1). Consequently, it remains unknown whether and how different SOM 

compositions (e.g., carbohydrate, lipid, and lignin) regulate the priming effect 

over the large scale. Additionally, although recent studies reported the dependency of 

priming effect on clay content (Huo et al., 2017; Luo et al. 2018), aluminium (Al) and 

iron (Fe) oxides (Razanamalala et al., 2017, Finley et al., 2018), it remains unclear 

about the relationships between priming effect and calcium (Ca) and 

aggregate-mediated protection over broad geographic scale. Based on these 

understandings, we have clearly clarified the novelty in the Introduction section of the 

revised MS (Page 4-5, line 86-97). 

 

Table R1. Comparison of variables used to characterize SOM quality and 

physico-chemical protection in previous studies and current study. 

Factor 
Variables used in 

previous studies 
New variables used in this study 

SOM quality 

C:N ratio (Razanamalala 

et al., 2017; Luo et al., 

2018; Perveen et al., 

2019), DOC (Chowdhury 

et al., 2014), SOC (Huo 

et al., 2017) 

Relative abundance of 

carbohydrate, cutin, suberin, and 

lignin derived from biomarker 

analysis; the proportion of labile C 

pool and recalcitrant C pool 

derived from acid hydrolysis; the 

proportion of fast and slow C pool 

estimated from two-pool model 

Physico-chemical 

protection 

clay content (Huo et al., 

2017; Luo et al., 2018), 

kaolinite (Razanamalala 

et al., 2017), gibbsite 

(Razanamalala et al., 

2017), Al and Fe oxides 

(Razanamalala et al., 

2017; Finley et al., 2018; 

Perveen et al., 2019), 

POM-C (Perveen et al., 

2019) 

exchangeable calcium (Ca)-C, 

macroaggregate-C, 

microaggregate-C 

 

[Comment 3] It is always challenging in an analysis of a large number of highly 
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inter-correlated variables to demonstrate which the key variables are, and to 

demonstrate cause and effect. The analysis could obviously change if new variables 

were added (more information on the quality of plant inputs, for example), but I found 

the analysis presented in Figure 2 to be very effective and convincing. However, I 

would like to request a couple of further analyses be carried out to demonstrate that 

the results are robust: 

1. Firstly, the priming effects are presented per unit soil weight. Priming effects can 

also be presented as a percentage stimulation of the flux, per unit SOM, or even per 

unit C added. It would be helpful to demonstrate that the conclusions hold 

irrespective of the units the priming effects are presented in and are not simply related 

to SOM quality and availability because they are presented per unit soil mass.  

[Response] Very good comment! Following the reviewer’s comment, we have also 

presented the priming effect in other three units and re-analysed the data. The 

results of re-analysis confirmed that SOM stability explained much more 

variance in relative priming effect than plant, soil and microbial properties (Fig. 

R1). 

 

Despite the consistency, we prefer not to use per unit SOC and per unit C added 

as the unit of priming effect due to the following reason: the purpose of our study 

was not to compare the magnitude of priming effect among sites, but rather to 

quantify the relative importance of different factors (i.e., plant, soil, and microbial 

properties, and SOM stability) in regulating the priming effect over the broad 

geographic scale. To achieve this aim, we need to include as many potential 

drivers as possible in the multivariate analysis. The SOC content (Kuzyakov, 2000) 

and the amount of input C (Xiao et al., 2015) are exactly two important variables that 

have been proved to regulate the priming effects. Thus, we have included these two 

variables as examined factor in soil (e.g., SOC, TN, pH…) and plant (e.g., ANPP, the 

amount of input C…) properties. However, if we used per unit SOC and per unit 

C added as the unit of priming effect, we could not evaluate their relationship 

with priming effect due to the autocorrelation and could not further compare 
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their relative importance with other factors either. Probably, this is also the 

reason why the priming effect was presented in per unit soil dry weight in the 

recent two large-scale empirical studies (Razanamalala et al., 2017, Perveen et al., 

2019). Due to this point and the consistent results derived from various units, we 

prefer to only use per unit soil weight and percentage of stimulation of flux as unit of 

priming effect in the revised MS. Nevertheless, we can add the results using per unit 

SOM or C added if the reviewer persists his/her opinion. Thanks for your 

understanding! 

 

 

Figure R1. Relative contributions of SOM stability, and plant, soil, and microbial 

properties in driving priming effect represented in per unit soil weight (a), percentage 

of CO2 flux (b), per unit soil organic C (c) and per unit added C (d). In panel (c), SOC 

and total N content were removed from the soil variables due to the autocorrelation; in 

panel (d), the amount of C input, ANPP and total PLFAs were removed from the plant 

and microbial properties due to the autocorrelation and collinearity.  

 



5 

[Comment 4] 2. In terms of the nutrient mining hypothesis, I was surprised that 

potential enzyme activity ratios did not seem to be included as microbial predictors. 

The ratios of C:N, C:P and N:P cycle enzymes may provide information on the extent 

of microbial C versus nutrient limitation and this would seem more likely to be 

informative than the raw potential activity measurements.  

[Response] Following the reviewer’s comment, we have determined the activity of 

phosphatase, calculated the ratio of C:N, C:P and N:P cycle enzymes, and analyzed 

their effects on the priming effect. Our additional analyses showed that the priming 

effect did not exhibit any significant correlations with either enzyme activities (Fig. 

R2a-c) or the ratios of enzymes (Fig. R2d-f). These results have been incorporated 

into the Figure 2 of the revised MS (Page 39). 

 

Figure R2. Relationship between the priming effect and C-acquiring enzyme (BG) (a), 

N-acquiring enzyme (NAG+LAP) (b), P-acquiring enzyme (AP) (c), C:N acquisition 

ratio (BG/(NAG+LAP)) (d), N:P acquisition ratio ((NAG+LAP)/AP) (e) and C:P 
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acquisition ratio (BG/AP) (f). The dashed line indicates an insignificant relationship 

between the two variables. The orange dots and green squares represent data derived 

from alpine steppe and alpine meadow, respectively. 

 

[Comment 5] 3. The rate of addition was made proportional to initial microbial 

biomass. I recognise that some kind of standardisation is necessary and using 

microbial biomass makes sense. However, by standardising per unit microbial 

biomass this may already reduce the potential importance of microbial variables in 

controlling the magnitude of priming effects. This should be discussed in the paper. 

[Response] Very good comment! We agree with the reviewer that this glucose 

addition may affect the role of microbial variables in regulating the priming effect, 

and discussed this potential uncertainty in the revised MS as follows: “Although 

the addition of an amount of glucose equal to 100% of the microbial biomass had 

been widely adopted in priming experiments (Bastida et al., 2013), the method may 

affect the interpretation of the importance of microbial properties in regulating the 

priming effect. To minimize this potential impact, we used the per unit soil weight 

and % of flux as the unit of the priming effect instead of using the per unit C added to 

avoid the removing the C input effect. Moreover, we used the microbial community 

structure (i.e., the ratio of fungi to bacteria, F/B), microbial enzyme activity (i.e., 

β-1,4-glucosidase, BG; β-1,4-N-acetylglucosaminidase, NAG; leucine 

aminopeptidase, LAP; and acid/alkaline phosphatase, AP) and their stoichiometric 

ratios as additional microbial properties.” (Page 20, line 412-420). Thanks for your 

understanding! 

 

[Comment 6] In summary, I found this to be an interesting and potentially important 

study but would suggest that the authors need to carry out a few more analyses to 

demonstrate the robustness of the conclusions and would advise against using the 

term ‘traditional’ and suggesting that only plant and microbial variables have been 

investigated to date. Rather, the study would be better framed as a detailed evaluation 

of the relative importance of plant, microbial and SOM variables in controlling the 



7 

magnitude of priming effects. 

[Response] Following the reviewer’s comments, we have made the following two 

major changes: 

 Following the suggestions from this reviewer and the Reviewer #3, we have 

reanalyzed our data in four types of units (i.e., per unit soil weight, percentage 

of CO2 flux, per unit SOC and per unit input C) and included more variables for 

plant (NPP, root biomass, C input amount, relative coverage of grass, forb and 

sedge), soil (silt, sand, bulk density and soil order) and microbial properties 

(P-acquire enzyme activity, the ratios of C:N, C:P and N:P cycle enzymes) to 

demonstrate the robustness of our conclusion (Table R2). Our additional analyses 

confirmed that SOM stability was a key factor regulating the priming effect over 

broad geographic scale. 

 

 We have deleted the term ‘traditional’ throughout the revised MS, and 

re-organized our Introduction section to focus more on quantifying the 

relative importance of different factors in driving the priming effect over 

broad geographic scale (Page 3-5, line 66-100).  

 

Table R2. Variables added to represent plant, soil and microbial properties in the 

original and revised MS. 

 

Factor 
Variables used in original 

version of the MS 

New variables added in the 

revised MS 

Plant 

properties 
ANPP and EVI 

NPP, root biomass, C input 

amount, relative coverage of 

grass, forb and sedge 

Soil properties SOC, pH and clay 
silt, sand, bulk density and soil 

order 

Microbial 

properties 

Total PLFA, bacterial PLFA, F/B 

ratio, C-acquiring enzyme and 

N-acquiring enzyme 

P-acquiring enzyme, C:N ratio 

of enzyme, N:P ratio of enzyme 

and C:P ratio of enzyme 
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[Comment 7] Specific comments: Lines 277-315: How frequently were the flux and 

isotopic measurements made and did the magnitude or sign of the priming effects 

change with time during the 65 day incubation?  

[Response] We determined the flux and isotopic signal on six occasions, i.e., days 1, 

3, 8, 15, 35 and 65. We have clearly mentioned this point in the revised MS (Page 16, 

line 331-333). Our results showed that the magnitude of priming effect decreased 

exponentially with incubation time (Fig. R3). However, the sign of priming effect did 

not change in 73.3% of study sites, but shifted from positive to negative priming in 

26.7% of study sites. Notably, changes in the sign and magnitude of priming effect 

have been frequently observed in other priming studies (Thiessen et al., 2013, Qiao et 

al., 2014, Ye et al., 2015). 

 

Figure R3. Changes in the sign and magnitude of the priming effect with the 

incubation time for soil samples collected from 30 study sites. The red dotted line 

indicates the zero line. 

 

[Comment 8] Lines 326-327: Are there no data on plant species composition. E.g. 
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relative coverage of grasses, sedges, shrubs etc?  

[Response] We have data on the relative coverage of grass, forb and sedge, and 

analyzed their effects on the priming effect. Our additional analyses showed that the 

priming effect did not exhibit any significant correlations with the coverage of grass 

and sedge (Fig. R4a, c), but was positively related to the coverage of forb (Fig. R4b). 

These results have been incorporated into the Fig. 2 (Page 39). It should be noted that 

shrub is not the dominant group in Tibetan alpine grassland (Editorial Committee for 

Vegetation Map of China, 2001), so we don’t have the data on shrub. 

 

 

Figure R4. Relationships of priming effect with the relative coverage of grass (a), 

forb (b) and sedge (c). The dashed line indicates an insignificant relationship between 

the two variables, while the solid line represents the fitted ordinary least squares 

model, with the grey area corresponding to 95% confidence intervals. * denotes 

significant correlation between priming effect and the proportion of fast C pool at P < 

0.05. The orange dots and green squares represent data derived from alpine steppe and 

alpine meadow, respectively. 

 

[Comment 9] Lines 342-347: The ratios of potential enzyme activities associated with 

carbon, nitrogen and phosphorus cycles may provide information on how carbon or 

nutrient limited the microbes were. In terms of testing hypotheses related to nutrient 

mining, these ratios may be more valuable than individual enzyme activities.  
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[Response] As mentioned above, we have included the ratio of enzyme activities as 

microbial properties in the revised MS (Page 20-21, line 425-427). 

 

Taken together, we appreciate for the reviewer’s insightful comments. These 

comments enabled us to have a deeper thinking on data analysis, and the major point 

delivered by the current study. By addressing these comments, we feel that the revised 

MS has been greatly improved. Thank you!
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Response to Reviewer #2: 

[Comment 1] Chen et al. evaluated soil priming across a gradient of sites in the 

Tibetan Plateau. I acknowledge the amount of work that went into this project. 

However, I had a difficult time with the manuscript for the reasons given below. 

To start with, I don’t completely accept the justification given several times, that 

“none of previous studies has explicitly addressed the relationship between soil C 

decomposability and priming effect over the broad geographic scale” (lines 74-76). 

There are numerous related gradient studies (e.g., Madagascar, 

https://www.nature.com/articles/ismej2017178). Why are these studies not relevant? 

[Response] We are very sorry for neglecting the relevant references. Following the 

reviewer’s comment, we have carefully consulted the relevant literatures and cited 

them in the revised MS. Based on this literature review, we find that there are three 

major differences between our study and other similar studies:  

(1) While data synthesis and empirical evidence provide basic understandings on 

potential drivers of priming effect (Luo et al., 2015, Luo et al., 2016, Huo et al., 2017, 

Razanamalala et al., 2017, Perveen et al., 2019), as mentioned by the Reviewer #1, 

the relative importance of different factors (i.e., plant, soil, and microbial 

properties and SOM stability) in governing the priming effect has not yet been 

quantified. To fill this knowledge gap, this study combined three types of 

statistical analysis (i.e., partial correlation, variation partitioning analysis, and 

structural equation modelling) to quantify the relative importance of different 

factors in driving regional patterns of priming effect. 

 

(2) Despite increasing evidence highlights the vital role of SOM stabilization 

mechanisms (i.e., chemical recalcitrance and physico-chemical protection) in 

regulating soil C turnover (Schmidt et al., 2011, Lehmann & Kleber, 2015, Bradford 

et al., 2016), as mentioned by Reviewer #3, it remains unclear about the role of 

these mechanisms (hereafter as ‘SOM stability’) in regulating the priming effect 

over broad geographic scale (Razanamalala et al., 2017). To be specific, previous 

studies characterized SOM quality indirectly by using C:N ratio (Luo et al., 2016, 
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Qiao et al., 2016, Razanamalala et al., 2017) or DOC (Chowdhury et al., 2014) and 

thus it remains unknown whether and how different SOM compositions (e.g., 

carbohydrate, lipid, and lignin), which could represent chemical recalcitrance more 

directly, regulate the priming effect over the large scale. Due to this point, our 

study included more variables to directly characterize chemical recalcitrance 

(e.g., carbohydrate, lipid, lignin…), and then explored their effects on priming 

effect by combining acid hydrolysis, biomarker analysis and two-pool C 

decomposition model to explore the relationship between the priming effect and 

different SOM fractions. 

 

(3) Recent studies have reported the dependency of priming effect on clay content 

(Huo et al. 2017; Luo et al. 2018), aluminum (Al) and iron (Fe) oxides (Razanamalala 

et al., 2017, Finley et al., 2018), but it remains unclear about the relationships 

between priming effect and calcium (Ca) and aggregate-mediated protection 

over broad geographic scale. Given that the protection mediated by Ca2+ and soil 

aggregate may outweigh Al/Fe oxides in neutral and alkaline soil environments 

(Rowley et al., 2018), our understanding on the drivers of priming effect will be 

incomplete without considering their effects. Due to this point, in addition to those 

variables used in previous studies (e.g., clay content, Al and Fe oxides), this study 

further explored the effect of Ca- and aggregate-mediated stabilization on the 

priming intensity by combining aggregate fraction and mineral analysis to 

further explore the relationship between the priming effect and physico-chemical 

protection. 

 

Based on these new understandings, we have deleted the related sentence: “none of 

previous studies has explicitly addressed the relationship between soil C 

decomposability and priming effect over the broad geographic scale”, and 

re-organized the Introduction section to accurately describe our novelty in the revised 

MS (Page 3-5, line 66-100). Thanks for your understanding! 
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[Comment 2] More importantly, the paper doesn’t do a good job of explaining the 

2200-km gradient, either its characteristics or how it relates to the study system. The 

gradient is described in this way: “The sampling sites covered a wide range of 

climate, plant productivity and soil conditions affecting soil C stock and its 

decomposability.” Why and how were these 90 sites chosen? How do soil properties 

change along this gradient, in particular texture and other physical properties. Why, 

for instance, would you necessarily incubate all soils with fixed soil moisture (60% 

water holding capacity) (line 280) if there are textural, and hence water potential, 

differences? It feels at times that the authors were designing an experiment to reach a 

particular conclusion. 

[Response] Very good comment! Before addressing your comment, we would like to 

mention that the 90 samples used in this incubation were collected from 30 sites 

(i.e., three replicates from each site) rather than 90 sites. To avoid the confusion, 

we have rephrased the related sentence as follows: “In this study, we quantified the 

relative importance of various factors (i.e., plant, soil and microbial properties and 

SOM stability) in regulating the priming effects based on 30 sites along an 

approximately 2200 km grassland transect on the Tibetan Plateau” (Page 5, Line 

102-104). We would then address the reviewer’s comments from the following two 

aspects: 

 

 Regarding to the site selection, the selection criteria is that the environmental 

gradients (i.e., climate, plant, soil and microbial properties) involved in these 

sites should be as large as possible, since this study aimed to quantify the 

relative importance of different factors (i.e., plant, soil, and microbial properties, 

and SOM stability) in driving the regional pattern of priming effect. As reported 

in previous studies (Yang et al., 2009, Chen et al., 2016d, Ding et al., 2016b), the 

Tibetan Plateau is the highest and largest plateau in the world and has a 

broad environmental gradient (Yang et al., 2009); as such, this area serves as 

an ideal platform for exploring the dominant drivers of the priming effect 

over a broad geographic scale. Specifically, the climate is characterized as cold 
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and dry across the plateau, with a southeast to northwest precipitation gradient 

ranging from 84 to 593 mm per year. The mean annual temperature in this area 

varies from -4.9 to 6.9 °C (Ding et al., 2016b). The dominant ecosystem on the 

plateau is alpine grassland, which shifts from alpine steppe in the northwestern 

area to alpine meadow in the southeastern area (Yang et al., 2009). The soil 

orders in this region include Cambisol, Calcisol, Chernozem, and Kastanozem 

according to the World Reference Base for Soil Resources (Shi et al., 2004). To 

cover this broad environmental gradient, we sampled 30 sites (including 18 

steppe sites and 12 meadow sties) along an approximately 2200 km grassland 

transect during the growing seasons (between early July and early September) in 

2013 and 2014 (Fig. R5). These sites were set throughout the geographical extent 

of alpine grasslands, covering a wide range of climates (mean annual 

temperature: -3.7–6.9 oC, mean annual precipitation: 89–534 mm), plant 

productivity levels (net primary productivity (NPP): 37.9–488.3 g m-2 yr-1), 

soil properties (organic C: 1.1–118.3 g kg-1; pH: 6.2–9.4; silt content: 5.0–

51.8%; bulk density: 1.0–1.5 g cm-3) and microbial properties (microbial 

biomass C: 22.8–1101.2 mg C kg-1) across the plateau (Chen et al., 2016c, Ding 

et al., 2016b) (Fig. R6). We have added this background information and 

selection criteria in the revised MS (Page 13-14, line 275-299). 

 

 Regarding to the fixed soil moisture, we would like to mention that adjusting soil 

samples to the same percentage of water holding capacity allows us to 

eliminate the potential weather impact on soil moisture during field sample 

collection (Colman & Schimel, 2013). This is particularly important for 

large-scale laboratory incubations with soil samples from different sites (Fierer et 

al., 2006, Craine et al., 2010, Colman & Schimel, 2013, Ding et al., 2016a, 

Razanamalala et al., 2017). Moreover, given that ~60% WHC is the optimal 

water potential for microbial growth (Howard & Howard, 1993, Rey & Jarvis, 

2006), fixing the soil moisture to the same water holding capacity percentage 

could also facilitate the comparison of microbial processes across different 
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sites (Fierer et al., 2006). For these reasons, this procedure has been widely 

used in previous studies regarding SOM decomposition and priming effect 

(Fig. R7) (Fierer et al., 2006, Craine et al., 2010, Colman & Schimel, 2013, Ding 

et al., 2016a, Razanamalala et al., 2017). For example, soil moisture was also set 

to a fixed percentage of water holding capacity in the recent large-scale priming 

study mentioned by this reviewer (Razanamalala et al., 2017). In addition, the 

gravimetric water content during the laboratory incubation still had large 

variations from 22.7~98.2% after adjustment, and was also closely correlated 

with the corresponding value during the field sampling (r2 = 0.81, P < 0.01; 

Fig. R8), reflecting that there was still a spatial gradient in soil moisture after the 

adjustment. We have clearly mentioned these points in the Methods section of the 

revised MS (Page 15-16, line 316-322). Thanks for your understanding! 

 

 

Figure R5. Distribution of the sampling sites in alpine grasslands on the Tibetan 

Plateau. 
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Figure R6. Bubble plot representing the spatial patterns of climate, plant, soil and microbial properties. MAT (a), MAP (b), NPP (c), ANPP (d), MBC (e), SOC 

(f), BD (g), pH (h), clay (i) and silt (j). MAT, mean annual temperature; MAP, mean annual precipitation, NPP, net primary productivity; ANPP, aboveground 

net primary productivity; MBC, microbial biomass carbon; SOC, soil organic carbon; BD, bulk density. In panel (a), black bubble indicates the negative value, 

while red bubble indicates the positive value. 
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Figure R7. The percentage of different procedures used to adjust soil moisture in 

priming experiments. 

 

 

Figure R8. Relationship between incubation moisture and field moisture across 30 

study sites along a grassland transect on the Tibetan Plateau. The solid line represents 

the fitted ordinary least squares model, with the grey area corresponding to 95% 

confidence intervals. *** denotes significance at P < 0.001. The orange dots and 

green squares represent data derived from alpine steppe and alpine meadow, 

respectively. 

 

[Comment 3] The words “error” and “statistics” are barely mentioned in the 
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manuscript and not at all in the supplement. Much more work and description is 

needed here for the paper to be acceptable. 

[Response] Thanks for the reviewer’s insightful comments! Following the 

reviewer’s comment, we used the Monte Carlo approach to estimate the 95% 

confidence interval of the cumulative priming intensity and the relative priming 

effect (Zhu & Cheng, 2011, Luo et al., 2015). Specifically, we first quantified the 

uncertainties in the SOM-derived CO2 release for each time’s CO2 and δ13C 

measurements under both the glucose treatment and control conditions. The mean 

values and standard deviations (SDs) of CO2 release under the control conditions were 

calculated based on triplicate samples. In contrast, the SD of SOM-derived CO2 

release under the glucose treatment was calculated according to the following error 

propagation in Eq. (1) (Ku, 1996; Qiao et al., 2014), in which the uncertainties in both 

the CO2 flux and δ13C measurements were considered simultaneously. ߪௌைெ = ටቀఙೝೌೝೌ ቁଶ + ቀఙೄೀಾೄೀಾ ቁଶ                  (1) 

 

where ߪௌைெ is the SD of the SOM-derived CO2 flux in the glucose treatment, ߪೝೌ 
and ߪೄೀಾ  are the SDs of the total CO2 fluxes in the glucose-treated soil and the 

SOM pool fraction, respectively, and ܥ௧௧  and ௌ݂ைெ  are their respective mean 

values.  

 

After obtaining the means and SDs of SOM-derived CO2 release under both the 

glucose treatment and control conditions, we performed 1000 Monte Carlo 

simulations for the priming effect during each time’s measurement. First, the 

SOM-derived CO2 releases in both the glucose treatment and control conditions were 

randomly generated based on normal distributions using the abovementioned means 

and SDs. The priming effect was then calculated as the difference in the SOM-derived 

CO2 release between the glucose treatment and the control. The cumulative priming 

effect was further estimated by integrating the absolute priming effect over the 

incubation time. Finally, we calculated the 95% confidence interval of the cumulative 
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priming effect based on a total of 1000 estimates derived for each study site. We have 

added the detailed information on the uncertainty estimation in the Methods section of 

the revised MS and also added these errors in supplementary Table 1 (Table R3; Page 

17-19, line 362-386). Additionally, we also have clearly presented the related 

statistical methods and significant analysis (P value) in the Results session of the 

revised MS (Page 6-8, line 133-158).  
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Table R3. The background information and the priming effect for the 30 sampling sites. 

Site 

No. 

Altitude 

(m) 

MAT 

(oC) 

MAP 

(mm) 

Vegetation 

type 
Dominant species Soil order 

Priming effect 

(μg /g soil dry weight) 

Relative priming 

effect (%) 

1 3112 5.08 322 AS Stipa sareptana Chernozems 96.5 ± 6.3 28.5 ± 1.9 

2 3280 2.02 369 AS S. sareptana Chernozems 66.3 ± 9.9 20.3 ± 3.0 

3 3650 -0.43 496 AM Kobresia pygmaea Cambisols 34.0 ± 10.6 8.0 ± 2.5 

4 3830 -0.84 531 AM K. pygmaea Cambisols 110.5 ± 12.9 37.3 ± 4.1 

5 4032 -1.34 534 AM Elymus nutans Cambisols 112.2 ± 9.8 37.3 ± 3.2 

6 4417 -2.93 419 AM K. tibetica Cambisols 37.1 ±8.4 6.5 ± 1.4 

7 4228 -3.25 321 AS S. purpurea Calcisols 57.1 ± 6.8 15.6 ± 1.9 

8 4430 -4.09 508 AS S. purpurea Cambisols 52.2 ± 5.4 17.9 ± 1.6 

9 4162 -0.39 495 AM K. pygmaea Cambisols 55.5 ± 10.6 13.1 ± 2.2 

10 4289 0.15 481 AM K. pygmaea Cambisols 89.6 ± 9.2 18.2 ± 1.9 

11 4161 -1.76 415 AM K. pygmaea Cambisols 51.7 ± 5.1 10.1 ± 1.0 

12 4165 -0.55 338 AS S. purpurea Cambisols 91.6 ± 4.6 26.5 ± 1.3 

13 3224 2.26 324 AS S. purpurea Cambisols 76.2 ± 7.2 16.3 ± 1.6 

14 4637 -4.15 295 AS Carex moorcroftii Calcisols 15.9 ± 4.5 5.3 ±1.5 

15 3137 1.57 314 AS S. breviflora Kastanozems 113.8 ± 11.7 26.2 ± 2.7 

16 3262 0.06 242 AS S. sareptana Kastanozems 132.5 ± 17.2 30.5 ± 4.0 

17 4544 -2.69 89 AS C. moorcroftii Calcisols 69.5 ± 17.1 13.7 ± 3.4 

18 4622 -3.26 307 AM K. pygmaea Calcisols 56.7 ± 4.5 11.9 ± 1.0 

19 4687 -2.84 307 AM Festuca ovina Calcisols 78.0 ± 5.0 14.9 ± 1.0 



21 

20 4639 -1.80 503 AS S. purpurea Calcisols 63.9 ± 10.2 17.6 ± 2.7 

21 4298 -0.35 515 AM K. pygmaea Cambisols 42.9 ± 5.8 7.9 ± 1.1 

22 4748 -0.65 332 AS C. moorcroftii Calcisols 84.3 ± 4.8 19.1 ± 1.1 

23 4590 -0.96 337 AS S. purpurea Calcisols 28.3 ± 4.4 5.4 ± 0.9 

24 4544 0.32 273 AS S. purpurea Calcisols 67.3 ± 4.0 15.4 ± 0.9 

25 4560 0.43 209 AS Deyeuxia arundinacea Calcisols 26.4 ± 3.2 8.7 ± 1.0 

26 4444 0.5 170 AS S. caucasica Calcisols 43.9 ± 5.7 9.6 ± 1.2 

27 4390 0.91 127 AS S. tianschanica Calcisols 46.0 ± 13.6 16.2 ± 5.0 

28 4538 1.12 99 AS S. glareosa Calcisols -3.95 ± 0.6 -1.1 ± 0.1 

29 4294 1.89 464 AM K. pygmaea Cambisols 100.5 ± 6.7 18.6 ± 1.2 

30 4764 0.08 457 AM K. pygmaea Cambisols 77.7 ± 4.7 14.2 ± 0.9 

Note: MAT, mean annual temperature; MAP, mean annual precipitation; AS, alpine steppe; AM, alpine meadow. The soil order was derived from 

the 1:1,000,000 digital soil map of China (Shi et al., 2004). The data of priming effect are represented as mean ± 95% confidence interval 

estimated by the Monte Carlo method.  
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[Comment 4] The writing will need considerable work for grammar and clarity 

before publication, regardless of the outcome of review. That statement is not a 

reflection on the review or a factor to weigh for acceptance or rejection. 

[Response] Following the reviewer’s comment, we have asked an English language 

editing service (i.e., Springer Nature Author Services) for language check. Please see 

the certification at the end of this response letter. 

 

[Comment 5] I don’t find Figure 2 to be very helpful. It is difficult to read and 

somewhat difficult to interpret.  

[Response] Sorry for the confusion. Figure 2 showed the results of partial correlation, 

which was one of the multivariate analyses (i.e., partial correlation, variation 

partitioning analysis, and structural equation modelling) we used to explore the 

relative importance of individual factors. By applying the partial correlation, we can 

evaluate the strength of linear associations between priming effect and other factors 

that cannot be considered by the controlled predictor (Doetterl et al., 2015). For 

example, our results indicated that, in the absence of controlling the role of SOM 

stability (zero-order in Fig. 2a), the priming intensity was significantly correlated with 

plant, soil environment and microbial properties. However, after controlling C 

decomposability, the correlation coefficients between priming effect and plant, soil 

and microbial predictors decreased by 63.5%, 69.2% and 92.4%, respectively, so that 

most of these factors were no longer associated with the priming effect (Fig. 2a). In 

contrast, no sharp decreases were observed in correlation coefficients between the 

priming intensity and C decomposability after controlling the plant, soil environment 

and microbial factors (Fig. 2b). Here you can see that, this partial correlation analysis 

provided another evidence that SOM stability was the dominant factor modulating the 

priming intensity over the large scale. That’s also why the Reviewer 1# mentioned 

that: “I found the analysis presented in Figure 2 to be very effective and 

convincing”. In addition, this type of heat map has been frequently used to visualize 

the results (e.g., the (partial) correlation coefficient, response ratio, RMSE and so on) 

in previous studies (Doetterl et al., 2015, Peng et al., 2015, Tian et al., 2015, Luo et 
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al., 2017, Mooshammer et al., 2017, Gentsch et al., 2018). 

 

Based on above-mentioned aspects, we prefer to keep this figure in the revised MS. 

To improve its readability, we have added the detailed interpretations in the 

figure legend of the revised MS as follows: “The x-axis shows the zero-order 

(without controlling any factors) and the factors being controlled. The y-axis shows 

the factors of which the correlations with the priming effect are examined. The size 

and colour of the circles indicate the strength and sign of the correlation. Differences 

in circle size and colour between the zero-order and controlled factors indicate the 

level of dependency of the correlation between the priming effect and the examined 

factor on the controlled variable (no change in circle size and colour between the 

controlled factor and zero-order = no dependency; a decrease/increase in circle size 

and colour intensity = loss /gain of correlation)” (Page 39-40, line 766-771). 

Nevertheless, we could delete this figure if the reviewer persists his/her opinion. 

Thanks for your understanding! 

 

[Comment 6] Some relevant papers: 

Meta-analysis: 

https://www.sciencedirect.com/science/article/pii/S0038071716301560 

Priming in a similar steppe in China: 

https://onlinelibrary.wiley.com/doi/full/10.1111/oik.01728 

[Response] Many thanks for these relevant papers. We have carefully read them and 

cited them in the revised MS (Page 4, line 68, 76, 91). 

 

[Comment 7] Additional comments: It’s my understanding that the authors split all 

predictors into four groups: plant factors, soil factors, microbial factors, and soil C 

decomposability. It seems that a few measurements are missing from the first three 

groups, and the uniqueness of soil C decomposability as a predictor is unclear.  

For the 'plant factor', we know belowground inputs (e.g., root biomass and exudation) 

play a key role in SOM formation and in situ priming. While the transect was 
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dominated by similar vegetation (namely, steppe and meadow grasslands), would you 

expect significant differences in below-ground biomass across sites? For example, 

different root biomass and/or rooting depths, depending on climate. Do grass species 

change across the transect?  

[Response] Very good comment! Following the reviewer’s comment, we have 

included the data of root biomass, relative coverage of grass, forb and sedge as 

additional ‘plant predictors’ (Table R4). We also added the information of dominant 

species in the in supplementary Table 1 (Table R3). These plant variables exhibited 

large variations among the 30 study sites, with root biomass, the relative coverage of 

grass, forb and sedge ranging from 31-1954 g m-2, 0.5-95.1%, 0.6-78.8% and 0-98.9%, 

respectively (Fig. R9). Moreover, the priming intensity was positively correlated with 

both root biomass (r2 = 0.18, P < 0.05; Fig. R9a) and the relative coverage of forb (r2 

= 0.28, P < 0.01; Fig. R9c), but was independent on the relative coverage of grass and 

sedge. We have incorporated these data and associated analyses into the Figure 2 of 

the revised MS (Page 39). 

 

Frankly speaking, it is still a big challenge to obtain the data of rooting depth and root 

exudation over broad geographic scale (Phillips et al., 2008), although we do agree 

that both of them may have important effects on the priming effect in the field. 

Nevertheless, the variation in rooting depth across sites might not affect our 

conclusions because we only focused on the topsoil (0-10 cm) priming effect. 

Additionally, the amount of root exudation could be partly reflected by root biomass 

and NPP (Chapin et al., 2012). Thanks for your understanding! 

 

Table R4. Variables added to characterize the plant, soil and microorganism 

predictors in the original and revised MS. 

Predictor Variables used in the original MS 
New variables added in the 
revised MS 

Plant  ANPP and EVI 
NPP, root biomass, C input 
amount, relative coverage of grass, 
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Figure R9. Relationships of the priming effect with plant variables including root 

biomass (a), and the relative coverage of grass (b), forb (c) and sedge (d). The dashed 

line indicates an insignificant relationship between the two variables, while the solid 

line represents the fitted ordinary least squares model, with the grey area 

corresponding to 95% confidence intervals. * and ** denotes significance at P < 0.05 

and P < 0.01. The orange dots and green squares represent data derived from alpine 

steppe and alpine meadow, respectively. 

forb and sedge 

Soil SOC, pH and clay 
silt, sand, bulk density and soil 
order 

Microorganism 
Total PLFA, bacterial PLFA, F/B 
ratio, C-acquiring enzyme and 
N-acquiring enzyme 

P-acquiring enzyme, C:N ratio of 
enzyme, N:P ratio of enzyme and 
C:P ratio of enzyme 
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[Comment 9] The 'soil factor' does not include any information on soil mineralogy or 

other inherent soil characteristics. I would recommend including soil texture (% clay 

and silt) and soil order, at the very least, as a part of this factor. The authors could 

also include bulk density.  

[Response] Very good comment! Following the reviewer’s comment, we have 

incorporated soil texture (clay, silt and sand), soil order (Chernozems, Cambisols, 

Calcisols and Kastanozems) and bulk density data as additional soil properties (Table 

R4; Page 24-25, line 509-510). Our additional analysis showed that the priming effect 

was negatively correlated with bulk density (r2 = 0.16, P < 0.05), but was not 

associated with soil texture (Fig. R10). Moreover, the priming effect varied 

significantly among soil types (Fig. R11), with highest priming intensity in 

Kastanozems and lowest in Calcisols. Additionally, the updated multivariate analyses 

after adding all these new plant and soil variables, confirmed that SOM stability 

explained more variance in priming effect than plant, soil and microbial properties 

(Fig. R12). Notably, we do agree that soil mineralogy could play an important role, 

but unfortunately, we did not determine it in current study. Therefore, future studies 

should give more attention on its potential role in regulating priming effect. Thanks 

for your understanding! 
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Figure R10. Relationship between priming effect and additional soil variables 

including clay content (a), silt content (b), sand content (c) and bulk density (d). The 

dashed line indicates an insignificant relationship between the two variables, while the 

solid line represents the fitted ordinary least squares model, with the grey area 

corresponding to 95% confidence intervals. * denotes significance at P < 0.05. The 

orange dots and green squares represent data derived from alpine steppe and alpine 

meadow, respectively. 
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Figure R11. Differences in the priming effect among four soil orders. The soil order 

was derived from the 1:1,000,000 digital soil map of China (Shi et al., 2004) 

 

 

Figure R12. Relative contribution of SOM stability, plant, and soil and microbial 

properties in driving priming effect. Variation partitioning analysis was conducted to 

identify the variance of priming effect using the original dataset (a) and new dataset 

including additional plant, soil and microbial properties (b) listed in Table R4.  

 

[Comment 10] With 'soil C decomposability' as a combination of chemical quality 

(e.g., lignin, etc.) and mineral protection, it seems that it would in fact be driven by 

underlying soil, plant, and microbial factors. The uniqueness and usefulness of 

considering this as a novel ‘non-traditional factor’ for analyzing priming is unclear to 

me. 

[Response] Very good comment! We agree with the reviewer that ‘SOM stability’ has 

significant interactions with plant, soil and microbial properties, especially it is 

closely related to soil variables. Nevertheless, we would like to mention that soil 

properties such as the SOC, total N, pH, soil texture and bulk density reflect more 

for basic soil environmental conditions. In contrast, the 'SOM stability' as a 

combination of chemical composition (i.e., relative abundance of carbohydrate, 

cutin, suberin and lignin…) and physico-chemical protection (i.e., the degree of 

SOM protection by Al/Fe oxides, exchangeable Ca and aggregates) provides more 

valuable insight into the features of soil organic matter (SOM) stabilization 
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(Lehmann & Kleber, 2015), which can regulate the priming effect more 

fundamentally and directly. Despite of its importance, empirical evidence for the 

effects of SOM stability on the priming effect over the large scale is scarce (but 

see (Razanamalala et al., 2017)). Especially, it remains unknown about the relative 

importance of SOM stability compared with other factors (i.e., plant, soil and 

microbial properties) in regulating the priming intensity.  

 

By applying multivariate statistical analysis (i.e., partial correlation, variation analysis 

and structure equation modelling), our study demonstrated that ‘SOM stability’ 

explained more variance in priming effect than plant, soil and microbial 

properties. This finding emphasizes the importance of considering the molecular 

composition and mineral protection of SOM in Earth System Models to predict 

soil C dynamics under changing plant C inputs. That’s also why Reviewer 3# 

pointed out that: “The manuscript is an interesting attempt to estimate the 

importance of different carbon stabilization process (chemical recalcitrance and 

mineral interaction)”. For these reasons, we feel that the effects of 'SOM stability' 

on the priming effect are different from those of above-mentioned soil variables, 

and should be considered separately. Thanks for your understanding! 

 

[Comment 11] Other questions/comments: - What were the decay rates obtained for 

the two-pool model? Was a unique solution obtained, or what was the distribution? 

Was there an uncertainty in the size of the fast and slow pools? How did this, and 

other measurement uncertainties, follow through the later statistical analyses?  

[Response] Thanks for these valuable comments. Before addressing your comments, 

we would like to explain the modeling approach used in this study. Specifically, we 

can estimate the decay rate (i.e., k1 and k2) and the relative proportion of fast and slow 

pool (i.e., f1, 1-f1) from the two-pool model. These parameters were determined by the 

Markov Chain Monte Carlo (MCMC) approach based on Bayesian probabilistic 

inversion (Xu et al., 2006, Liang et al., 2015). Therefore, all the estimated 

parameters (i.e., k1, k2 and f1) had their distributions with uncertainty (Fig. R13). 
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We would also like to emphasize that, only f1 was used for data analysis among 

all these parameters estimated from the two-pool model. Moreover, f1 was also 

only used for regression analysis as a supplementary evidence (Fig. S2b in original 

version of the MS) for the observed relationship between the priming intensity 

and chemical recalcitrance (Fig. R14). Particularly, it was not used for the 

subsequent multivariate statistical analysis (i.e., partial correlation, variation 

partitioning analysis and structure equation modelling). Due to this point, we think 

that this parameter estimation based on modeling approach will not generate too much 

errors into subsequent analyses. Thanks for your understanding! 

 

Figure R13. Frequency distribution of estimated parameters (k1, k2 and f1) at a typical 

alpine steppe site (a-c) and alpine meadow site (d-f).  
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Figure R14. Relationship between the priming effect and chemical recalcitrance 

variables derived from two-pool model (a) and from acid hydrolysis and biomarker 

analysis (b). The solid line represents the fitted ordinary least squares model, with the 

grey area corresponding to 95% confidence intervals. * and ** denote significance at 

P < 0.05 and P < 0.01. The orange dots and green squares represent data derived from 

alpine steppe and alpine meadow, respectively. 

 

[Comment 12] Do the priming effect measurements (e.g., Fig. 1) have error 

associated with them? How much did the incubation results (performed in triplicate) 

vary? 

[Response] Yes, they do. To characterize these errors, we used the Monte Carlo 

approach to estimate the 95% confidence interval of the cumulative priming intensity 

(Zhu & Cheng, 2011, Luo et al., 2015) (see details in the response to this reviewer’s 

[Comment 3]), in which uncertainties of both CO2 flux and δ13C measurements were 

taken into consideration simultaneously (Page 17-19, line 362-386). Our estimation 

indicated that the 95% confidence intervals of the cumulative priming effect were 

approximately equal to 13.3% of the corresponding means for 30 study sites (Table 

R3). We have incorporated these results in the Supplementary Table 1. 

 

[Comment 13]- How did you decide to add the 13C glucose equivalent of 100% of the 

microbial biomass at each site, as opposed to a different proportion or an addition 

weighted on the relative amounts of SOC or plant inputs across the sites?  

[Response] We would like to mention that the purpose of adding the 13C glucose 
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equivalent to 100% of microbial biomass was to roughly simulate the amount of 

plant C input in situ, given the strong dependence of MBC on plant C input (r2 = 

0.64, P < 0.01; Fig. R15a). We agree that it is best to add glucose weighted on the 

actual amount of plant C inputs under field conditions. However, it is still challenge to 

accurately estimate the amount of plant C inputs, especially for multiple study sites. 

Therefore, the amount of C addition was usually based on SOC (Kuzyakov & Bol, 

2006, Hopkins et al., 2014, Qiao et al., 2016) or microbial biomass C (MBC) 

(Blagodatskaya et al., 2007, Bastida et al., 2013, Sullivan & Hart, 2013) in most of 

previous studies. 

 

In this study, we chose 100% MBC rather than the relative amounts of SOC 

because the amount of added available substrate in relation to the microbial C 

has been demonstrated to be a key factor affecting the direction and magnitude 

of the priming effect (Blagodatskaya & Kuzyakov, 2008). It was highlighted that 

studies comparing priming effects among different soils or among different 

horizons should consider microbial biomass (Blagodatskaya & Kuzyakov, 2008), 

and measuring the quantity of C added to soil relative to the size of the microbial 

biomass pool is a useful manner of inter-study comparisons of the priming effect 

(Sullivan & Hart, 2013). That’s also why Reviewer 1# mentioned that “I recognise 

that some kind of standardisation is necessary and using microbial biomass makes 

sense.” Furthermore, the amount of C input amount was approximately equal to 22% 

NPP, which was within the natural range (root exudates account for 10-30% of NPP; 

Chapin et al., 2012). In addition, given the positive correlation between MBC and 

SOC (r2 = 0.66, P < 0.01; Fig. R15b), the addition weighted on the MBC of each site 

should be similar to the addition weighted on SOC. We have clearly mentioned these 

points in the Methods section of the revised MS (Page 16, line 324-329). 
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Figure R15. Relationship between microbial biomass carbon and net primary 

production (NPP, a) and soil organic carbon (b) across our study sites. The orange and 

green dots represent data derived from alpine steppe and alpine meadow, respectively. 

 

[Comment 14]- Do you expect that a large addition of glucose, a low molecular 

weight ‘sweet’, could shift the microbial community? Does this limit the 

generalizability of the results? It seems the glucose addition was performed as a pulse 

at the beginning of the incubation. Can you comment on the potential role and 

implications of C starvation during the course of the 65-day experiment?  

[Response] We agree with the reviewer that a single pulse addition of glucose may 

shift microbial community (Chen et al., 2014) and induce C starvation during the 

course of 65-day incubation (Qiao et al., 2016), although this is a frequently used 

approach in the priming experiment (Reinsch et al., 2013, Mau et al., 2015, De Baets 

et al., 2016, Song et al., 2018), especially for the large-scale study (Razanamalala et 

al., 2017, Perveen et al., 2019). This C starvation can induce the decrease in priming 

effect with incubation time (Qiao et al., 2016). 

 

Due to this point, we have discussed this limitation in the Discussion section as 

follows: “despite being a frequently used approach in priming experiments, a single 

pulse of glucose addition with an amount equal to the microbial biomass cannot 

realistically characterize plant C inputs in terms of quantity, quality (Cheng et al., 

2014, Qiao et al., 2016) and input frequency in natural ecosystems. This single 
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addition may also induce changes in microbial biomass (Chen et al., 2014), 

community structure (Fontaine et al., 2003, Hobbie & Hobbie, 2013) and microbial C 

use efficiency (Wild et al., 2014). Furthermore, due to the decrease in microbial 

diversity (Mau et al., 2015) and the microbial C starvation during the late stage of 

incubation (Qiao et al., 2016), this single addition may result in lower priming 

effect or even negative priming compared with repeated substrate addition 

(Hamer & Marschner, 2005, Mau et al., 2015). In situ experiments are thus 

encouraged to better capture realistic plant C inputs and elucidate the role of 

plant properties in regulating the priming effect over a large scale” (Page 12, line 

243-255). Thanks for your understanding! 

 

[Comment 15]- The term ‘mineral-affected’ is a bit confusing, and I have not seen it 

used in the literature. I understand the intent — that the micro-aggregate size fraction 

is influenced by the formation of underlying mineral-associations and sticky microbial 

compounds, and therefore they are both in some way 'mineral-affected'. However, 

these two fractions are very different mechanistically — namely, through physical vs. 

chemical protection. I would suggest breaking up this pool into clay+silt vs. 

micro-aggregate contributions, or I would use a different term. 

[Response] Following the reviewer’s suggestion, we have broken up the 

‘mineral-affected C’ pool into micro-aggregate and clay + silt, and also added the 

macro-aggregate contribution in the revised MS (Fig. R16).  

 

 

Figure R16. Relationships of priming effect with OC proportion included in 

macro-aggregate (a), micro-aggregate (b) and clay and silt (c). The orange and green 
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dots represent data derived from alpine steppe and alpine meadow, respectively. 

 

[Comment 16]- How would this information be used to inform models? While priming 

is recognized to be an important feedback and efforts are being made to capture this 

response in models, it is still debated how to mechanistically or implicitly incorporate 

this feedback in models. What do the results tell us about mechanisms and correct 

representations? How can these reported correlations be used? Furthermore, such 

SOM models are often applied across soil and vegetation types. Do you expect your 

results to be generalizable to other vegetation types, e.g., forests? 

[Response] Very good comment! Currently, the priming intensity was solely assumed 

to depend on the amount of plant C input in modelling studies (Perveen et al., 2014, 

Sulman et al., 2014, Guenet et al., 2018), with SOM properties being seldom 

considered. However, our results demonstrated that SOM stability explained more 

variance in priming effect than plant, soil and microbial properties. The higher 

predictive power of the SOM stability infers potential uncertainties in predicting 

the priming effect and subsequent soil C dynamics among current models. To 

improve model predictions, the conceptual framework of chemical recalcitrance 

and physico-chemical protection of SOM should be incorporated into Earth 

System Models. Therefore, our reported correlation could be used to improve the 

prediction accuracy of priming effect in grassland ecosystems. Nevertheless, given 

the distinct differences in soil properties and priming effect across various ecosystems 

(Luo et al., 2016), more studies covering various vegetation types (e.g., forest, 

shrubland and desert) are needed to further advance our understanding of the 

regulatory mechanisms of SOM dynamics. Due to this point, we also discussed this 

limitation in the Discussion section as follows: “In addition, the limited ecosystem 

types involved in this study may have also induced uncertainties for upscaling. More 

empirical studies with diverse ecosystem types (forests, shrubs, etc.) are thus needed 

to further advance our understanding of this issue” (Page 12, line 256-258). 

 

Overall, we appreciate for the reviewer’s insightful comments. These comments 
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enabled us to have a comprehensive overview on published literatures in priming area, 

and a deeper thinking on the experimental method, error estimation, results 

interpretation and future directions, and guided us to have a thorough revision on the 

MS. By addressing these comments, we feel that the revised MS has been greatly 

improved. Thank you! 
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Response to Reviewer #3: 

[Comment 1] The manuscript by Chen et al is an interesting attempt to estimate the 

importance of different carbon stabilization process (chemical recalcitrance and 

mineral interactions) on priming intensity. Priming is considered as an important 

process controlling soil carbon fluxes but we still lack the understanding of the 

mechanisms behind. Consequently, predicting the priming intensity is very 

challenging. I appreciate the efforts made by the authors to sample over a large 

region (the Tibetan plateau) but I have several concerns mainly about methodological 

aspects that should be considered before any publications. 

[Response] Thanks for the reviewer’s positive comments. 

 

[Comment 2] 1. A large part of the manuscript relate priming and chemical 

recalcitrance but at any moment, the important debate occurring in the soil science 

about chemical recalcitrance (Dungait et al., 2012; Kleber, 2010; Marschner et al., 

2008; Mikutta et al., 2006) is mentioned. Even though, the concept is not totally 

abandoned by the soil science community it is largely criticized (Lehmann and Kleber, 

2015; Schmidt et al., 2011) and more and more evidences tends to suggest that this 

concept is misleading (e.g. Klotzbücher et al., 2011). The authors may disagree and 

think the concept is still useful but they must explain why and mention how their 

arguments take part of the current debate.  

[Response] Very good comment! We acknowledge that the perceived importance of 

chemical recalcitrance in governing the turnover of SOM have been increasingly 

challenged by recent work (Kleber, 2010, Schmidt et al., 2011, Lehmann & Kleber, 

2015). Nevertheless, despite of these controversy, we think the chemical stabilized 

mechanism is still useful and should not be totally abandoned due to the fact that 

the impacts of SOM compositon on soil C dynamics depend on the status of mineral 

protection (Mikutta et al., 2006, Dungait et al., 2012, Sjögersten et al., 2016). When 

soils have higher clay mineral content, the SOM stability is governed by 

mineral-organic association and aggregate occlusion rather than the chemical 

recalcitrance (Mikutta et al., 2006, Marschner et al., 2008, Dungait et al., 2012). 
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Nevertheless, the chemical recalcitrance could still regulate SOM decomposition 

when SOM is weakly stabilized by physico-chemical interactions(Sjögersten et al., 

2016). This is the case for dissolved organic C (DOC), free light-fraction SOC and 

to a certain extent to OC in soil with less mineral-organic associations (Marschner 

et al., 2008). In line with this argument, the molecular structure and functional group 

of DOC are generally consider as the main factor that controls its biodegradability 

(Marschner & Kalbitz, 2003, Woods et al., 2011, Drake et al., 2015). Similarly, in 

mineral-free SOM pool, the abundance of aromatic plus alkyl-C relative to 

O-alkyl-C groups was found to drive the the Q10 of SOM decomposition (Wagai et al., 

2013). Moreover, the regualtion of CO2 release by chemical composition of SOM was 

also frequently observed in permafrost soils (Hodgkins et al., 2014, Treat et al., 2014, 

Sjögersten et al., 2016), where the mineral-organic associations have been regarded as 

less important than in other soils (Hofle et al., 2013, Ping et al., 2015). Given that 

only 15.8% of SOC pool was protected by minerals in our study area (Fang et al., 

2019), SOM decomposition could then be jointly affected by its chemical compositon 

and mineral protection. That’s also why we incorporated the chemical 

recalcitrance and physico-chemical protection simultaneously into the term 

‘SOM stability’ in current study. We have added one paragraph to clearly metion 

these points in the Discussion section of the revised MS (Page 11-12, line 228-241). 

Nevertheless, we agree that the term of ‘chemical recalcitrance’ maybe not 

appropriate (Kleber, 2010), and we are happy to change it. Could you please suggest 

one? 

 

[Comment 3] 2. To measure priming, the authors scaled the amount of glucose on the 

microbial biomass but they do all their analyses with priming given in gC-CO2 g-1 of 

soil without considering that priming intensity is related to the labile material 

amended (e.g. Xiao et al., 2015). I suggest to redo the analysis estimating priming per 

g of C soil and g C-glucose added to be consistent  

[Response] Very good comment! Following the reviewer’s comment, we have also 

presented the priming effect in other two units and re-analysed the data. The 
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results of re-analysis also showed that SOM stability explained much more 

variance in relative priming effect than plant, soil and microbial properties, 

which was in consistent with our conclusion (Fig. R17). 

 

Despite of the consistency, we prefer to only use per unit soil weight and % 

rather than per unit SOC and per unit C added as unit of priming effect due to 

the following reason: The purpose of our study was not to compare the magnitude of 

priming effect among sites, but rather to quantify the relative importance of different 

factors (i.e., plant, soil, and microbial properties, and SOM stability) in regulating the 

priming effect over the broad geographic scale. To achieve this aim, we need to 

include as many potential drivers as possible in the multivariate analysis. The 

SOC content (Kuzyakov, 2000) and the amount of input C (Xiao et al., 2015) are 

exactly two important variables that have been proved to regulate the priming effects. 

Thus, we have included these two variables as examined factor in soil (e.g., SOC, TN, 

pH…) and plant (e.g., ANPP, the amount of input C…) properties. Nevertheless, if 

we used per unit SOC and per unit C added as the unit of priming effect, we 

could not evaluate their relationship with priming effect due to the 

autocorrelation and could not further compare their relative importance with 

other predictors either. Probably, this is also the reason why the priming effect 

was presented in per unit soil dry weight in the recent two large-scale empirical 

studies (Razanamalala et al., 2017, Perveen et al., 2019). Due to this point, we prefer 

to only use per unit soil weight and percentage of stimulation of flux as unit of 

priming effect in the revised MS. Nevertheless, we can add the results using per unit 

SOM or C added if the reviewer persists his/her opinion. Thanks for your 

understanding! 
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Figure R17. Relative contribution of SOM stability, and plant, soil and microbial 

properties in driving priming effect represented in per unit soil weight (a), per unit 

soil organic carbon (b) and per unit added C (c). 

 

[Comment 4] 3. The modelling approach is difficult to understand and it took me 

several reading to finally get something but I am even not sure that I understood 

completely. Basically, the authors considered that with such short term incubations it 

is not possible to estimate the most passive pool and they therefore fixed the Ctot 

parameters of eq. 5 to be 1000mg g-1. Based on this assumptions they estimate the f1 

parameter and the two decay rates of the corresponding pools. Ctot is therefore not 

the total soil C stocks but the sum of the fast and slow pools. Therefore, the fig. S2b is 

misleading because it suggests that you correlated the priming with the fast pool size 

whereas it is actually just the fast pool over the sum of the fast and slow pools. 

Moreover, much more information are needed in particular the prior values, the 

estimated parameters and their confidence interval.  

[Response] Sorry for the confusion. As pointed out by the reviewer, Ctot is not the 
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absolute amount of soil C stock, but the maximum of C loss percentage, which equals 

to 100 %. Given that the unit of CO2 emission rate is expressed as per unit C (i.e., mg 

C g-1
 C d-1), Ctot is fixed to 1000 mg C g-1 C (equals to 100%) (Chen et al., 2016b). 

Additionally, as mentioned by the reviewer, f1 is the proportion of fast pool, which is 

the fast pool over the sum of the fast and slow pools. To avoid the confusion, we have 

changed the term of ‘fast pool size’ to ‘the proportion of fast C pool’ in the Method 

session and Fig. S3 of revised MS (Page 22-23, line 463-468).  

 

Following the reviewer’s comment, we have also added more information on the 

prior values, the estimated parameters and their confidence intervals as follows: 

“where R(t) is the CO2 emission rate (mg C g-1 SOC d-1) at time t, Ctot is the 

maximum C loss percentage (that is, 100% = 1000 mg C g-1 SOC), f1 is the proportion 

of the fast pool, and k1 and k2 are the decay rates of the fast and slow pools (day-1), 

respectively. The three parameters (f1, k1 and k2) were estimated by the Markov Chain 

Monte Carlo (MCMC) approach (Liang et al., 2015). Before applying the MCMC 

approach, the prior parameter range in the initial model (Table R5) was set as wide as 

possible to cover the possibilities for all study sites (Schädel et al., 2014). After the 

MCMC simulations, maximum likelihood estimates were used to quantify the 

well-constrained parameters (Chen et al., 2016a), while mean values were calculated 

for the poorly-constrained parameters (Table R6).” 

 

Table R5. Prior parameter ranges for C pool partitioning coefficients (fi) and decay rates 

(ki) parameter. 

C pool proportion is unit less, decay rates are day-1 

Parameter ranges were estimated according to previous studies (Schädel et al., 2013, Schädel 

et al., 2014). 

Parameter Description  Lower limit  Upper limit  

f1  proportion of fast C pool  0  0.1 

k1  decay rate of fast C pool  0  1  

k2  decay rate of slow C pool  0  0.01  
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Table R6. Maximum likelihood estimates (MLEs) of posterior probability density 

functions of model parameters for the 30 study sites. 

Site No. 
Parameter 

k1 (×10-2)  k2 (×10-5) f1 (×10-2) 

1 3.50 [3.48, 3.52] 1.25 [1.21, 1.29] 1.14 [1.13, 1.14] 

2 2.46 [2.44, 2.48] 2.05 [1.80, 2.30] 1.06 [1.05, 1.06] 

3 10.7 [10.3, 11.1] 7.21 [6.99, 7.44] 0.60 [0.58, 0.61] 

4 5.03 [4.95, 5.10] 1.53 [1.48, 1.59] 0.47 [0.47, 0.48] 

5 4.58 [4.53, 4.62] 1.24 [1.20, 1.29] 0.49 [0.49, 0.50] 

6 36.5 [36.4, 36.6] 7.31 [7.27, 7.35] 0.07 [0.07, 0.08] 

7 3.88 [3.85, 3.90] 3.17 [3.03, 3.30] 2.90 [2.88, 2.92] 

8 4.38 [4.34, 4.41] 0.60 [0.58, 0.62] 0.47 [0.46, 0.47] 

9 3.56 [3.52, 3.59] 0.63 [0.60, 0.67] 0.63 [0.62, 0.63] 

10 3.62 [3.60, 3.66] 2.70 [2.63, 2.77] 1.11 [1.10, 1.12] 

11 4.55 [4.53, 4.57] 1.37 [1.35, 1.38] 0.73 [0.73, 0.74] 

12 2.91 [2.87, 2.94] 3.70 [3.49, 3.90] 2.10 [2.08, 2.13] 

13 3.84 [3.81, 3.87] 2.69 [2.61, 2.76] 1.61 [1.60, 1.62] 

14 3.79 [3.76, 3.81] 10.9 [10.5, 11.2] 4.84 [4.81, 4.88] 

15 3.29 [3.26, 3.31] 1.71 [1.65, 1.77] 1.18 [1.18, 1.19] 

16 3.59 [3.55, 3.64] 4.10 [3.96, 4.24] 1.48 [1.47, 1.50] 

17 34.4 [32.8, 36.0] 59.0 [57.7, 60.3] 1.42 [1.40, 1.44] 

18 79.9 [79.3, 80.6] 83.4 [83.1, 83.8] 0.45 [0.45, 0.46] 

19 73.6 [72.7, 74.5] 72.0 [71.6, 72.4] 0.45 [0.44, 0.46] 

20 4.06 [4.04, 4.07] 2.78 [2.67, 2.88] 4.49 [4.47, 4.50] 

21 2.19 [2.14, 2.23] 22.9 [22.7, 23.2] 1.48 [1.45, 1.51] 

22 24.1 [23.1, 25.1] 42.6 [42.3, 42.8] 0.44 [0.43, 0.46] 

23 42.2 [40.3, 44.1] 93.8 [93.2, 94.5] 1.86 [1.76, 1.97] 

24 47.0 [46.1, 47.9] 92.3 [92.0, 92.7] 0.54 [0.53, 0.55] 

25 3.59 [3.57, 3.61] 18.5 [18.0, 19.1] 8.15 [8.11, 8.19] 

26 2.36 [2.35, 2.37] 37.9 [37.8, 38.0] 9.72 [9.71, 9.74] 

27 3.90 [3.87, 3.93] 6.08 [5.87, 6.30] 3.82 [3.79, 3.85] 

28 13.8 [13.1, 14.5] 523.6[520.7, 526.5] 2.57 [2.49, 2.64] 

29 42.1 [40.5, 43.8] 32.2 [32.0, 32.4] 0.18 [0.17, 0.19] 

30 8.64 [8.43, 8.85] 23.9 [23.7, 24.0] 0.41 [0.40, 0.42] 

k1 and k2 are the decay rates of fast and slow pools, respectively. f1 is the proportion of 

the fast pool. The interquartile range is presented in square brackets. 
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[Comment 5] Minor comments: L49: Don’t forget lateral transfer through erosion for 

instance 

[Response] Thanks for the reviewer’s reminder. Following the reviewer’s comment, 

we have rephrased the sentence as follows: “As the largest C pool in terrestrial 

ecosystems, the soil C pool size is determined by the balance between C inputs from 

plant production and C outputs through microbial decomposition (Jackson et al., 2017) 

and lateral transfer into aquatic systems (Battin et al., 2009)”(Page 3, line 52-54). 

 

[Comment 6] How do you stored the samples before incubations? 

[Response] Due to the harsh environment (i.e., high altitude, low oxygen, and sparse 

roadwork), it is difficult to conduct large-scale survey on the Tibetan Plateau. Thus, it 

costs us two years to collect these plant and soil samples across 30 sites along an 

approximately 2200 km grassland transect in this unique geographic region. To ensure 

the consistent incubation condition for all the study sites, as done in many literatures 

(Kane et al., 2013, Roy Chowdhury et al., 2014, Treat et al., 2014), soil samples were 

stored in the freezer before incubations. To reduce the possible disturbance from 

manipulation (i.e., freeze-thaw) incubation experiments, soil samples were 

pre-incubated for 7 days at 15 °C before measuring soil CO2 release. Thanks for your 

understanding! 

 

[Comment 7] L285: How do you estimate the microbial biomass? The amount of 

glucose added as well as the microbial biomass should be given in sup mat 

[Response] The MBC was analyzed using the chloroform fumigation method with the 

conversion factors of 0.45 (Joergensen, 1996). We have added this information in the 

Methods section of the revised MS (Page 19, line 397-399), and also added the 

microbial biomass data which equals to the amount of glucose added in the 

supplementary Data 1. 

 

[Comment 8] L286: I don’t get why you had blank if you started with CO2-free 
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atmosphere. The incubation flasks were not closed? 

[Response] Yes, the bottles were closed during the incubation. The blanks were set to 

eliminate background δ13C noise (Subke et al., 2004, De Troyer et al., 2011, Guelland 

et al., 2013). This is because we were not sure whether the effect of remaining CO2 

concentration on the C isotope can be ignored, although bottles were flushed with 

CO2-free atmosphere for 20 minutes before each time’s measurement (Fontaine et al., 

2004, Wang et al., 2015). 

 

[Comment 9] L320: I am ok with this assumption because your sampling points are 

mainly on grassland and steppe which, I guess, are largely composed of annual plants 

but it should be a bit more explained in the text. 

[Response] Actually, the dominant species across the alpine grassland are perennial 

herbs, such as Stipa purpurea, Carex moorcroftii and Kobresia pygmaea. However, 

the aboveground parts of these perennials still die in non-growing season (Photo R1). 

Therefore, the peak aboveground biomass in the growing season could be considered 

as the aboveground net primary production (ANPP) (Scurlock et al., 2002). We have 

clearly mentioned these points in the Method session of the revised MS (Page 15, line 

302-304). To avoid the confusion, we have also revised aboveground biomass to 

ANPP in the revised MS (Page 19, line 390). 

 

Photo R1. Landscape of a typical alpine grassland during non-growing season. 

  

[Comment 10] L342: Please rephrase, I guess your talking about the Bosso et al 

protocol but with the “Nat. Com.” style the reading is not straightforward. 
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[Response] Done as suggested. 

 

Overall, we appreciate for the reviewer’s insightful comments. These comments 

enabled us to have a deeper thinking on the related concept, data analysis and 

modeling details and guided us to connect our work with existing theories and 

empirical results. By addressing these comments, we feel that the revised MS has 

been greatly improved. Thank you! 
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Reviewers' comments:  

 

Reviewer #1 (Remarks to the Author):  

 

Main comments:  

 

Chen et al. have responded to all my previous comments, and those of the other reviewers, and I 

think the analysis in the paper has improved substantially. In general, the inclusion of the relative 

priming effects analysis has improved the confidence in the findings (but see comment below in 

relation to the partial correlations). By responding to reviewer 2 and including more plant variables, 

it appears that the main conclusion should now be that organic matter quality, as controlled by plant 

community composition and rates of input, determines the potential for glucose addition to induce 

priming effects. The slightly artificial distinction between plant variables and SOM quality is an issue 

that the authors address in their response to reviewer 2, when they consider how the labile C pool is 

controlled by the plant community. However, the fact that SOM quality is not truly independent of 

the plant community should be discussed more in the manuscript given the greater role plant 

variables play, both directly and indirectly, in the new analysis.  

 

It is the analysis presented in Figure 2 (and Supplementary figure 4) that I think is most important. In 

the new version of this analysis, forbs and sedges seem to retain or increase their importance even 

after the direct measures of SOM stability are accounted for. Furthermore, for the SOM stability 

variables, when C input is included, the importance of all the SOM stability variables declines 

substantially. I don’t think this undermines the overall conclusion of the paper but I think the 

authors do need to explain more clearly how and why they have separated the different variables 

into the different groups, and to discuss more how many of the SOM stability variables (especially 

the labile pool size and the chemical assays) are controlled by the quality and quantity of the inputs 

(perhaps as suggested by the structural equation modelling).  

 

The authors now present most of the analyses for both relative and absolute priming effects, but I 

think it is important that the authors also show the analysis in Figure 2 for both absolute and the 

relative priming effects. I apologise if I have missed this but I couldn’t find the partial correlations 

analysis for relative priming effects. I’m also unclear why root biomass, which has been added to the 

plant properties does not seem to appear in Figure 2 but does appear in Supplementary Figure 4.  

 

Overall, the analysis appears more robust and the dataset is very impressive. The SOM stability 

variables still appear to be the most important determinants of the glucose-induced priming effects, 



but I think the role of plant community composition and C input rate in determining these SOM 

stability variables needs to be emphasised more strongly.  

 

 

 

Minor comments:  

 

Line 5: I think it needs to be clearer what the soil properties are that are not related to chemical 

recalcitrance or physico-chemical protection. This is not really made explicitly clear until the 

methods section on line 510. The distinction needs to be made earlier.  

 

Line 187 to 189: I recognise that a proof reading service has been used but there are still a few 

poorly phrased sentences and this sentence contains some typos. Should it be ‘indirect effects’?  

 

Line 207:208: It would be helpful to explain why high SOM recalcitrance would trigger greater 

microbial N demand.  

 

Lines 234-241: Despite the growing recognition of the role physico-chemical protection plays in 

controlling soil C storage in soils from all regions, I think it is probably still fair to suggest that C-rich 

soils in cool regions may have greater amounts of unprotected C than soils in other regions. 

Therefore, I wonder whether the authors need to consider the extent to which the findings would 

apply to soils in warmer climates.  

 

 

 

Reviewer #2 (Remarks to the Author):  

 

The reviewers have done considerable work in response to my comments and to those of the other 

two reviewers. Given their effort, I think the paper should be acceptable in Nature Communications. 

Found below are a few final suggestions for improvement.  

 



The one item where I think more description is still needed is in the selection of sites (see next point, 

as well). The paper states that the sites were selected for purposes of the gradient. How so, though, 

and for which gradients? All of the variables equally (see immediately below)? I’m only asking for 

more specifics about the process for site selection.  

 

I think the manuscript would also be easier to grasp if all of the information about the gradient 

wasn’t in a Supplementary table: “These sites covered a wide range of climate (Supplementary Table 

1), vegetation productivity, soil and microbial properties (see details in the methods, Supplementary 

Data 1). Can’t the authors include even a brief description of the gradients in this paragraph (lines 

105-107)? This sentence from the Supplement, for instance, would be an improvement (lines 293-

299): “These sites were set throughout the geographical extent of alpine grasslands, covering a wide 

range of climates (mean annual temperature: -3.7–6.9 oC, mean annual precipitation: 89–534 mm), 

plant productivity levels (net primary productivity (NPP): 37.9–488.3 g m-2 yr-1), soil properties 

(organic C: 1.1–118.3 g kg-17 pH: 6.2–9.4; silt content: 5.0–51.8%; bulk density: 1.0–1.5 g cm-3) and 

microbial properties (microbial biomass C: 22.8–1101.2 mg C kg-1) across the plateau 

(Supplementary Fig. 7; Supplementary Data 1).”  

 

The first paragraph of the Results (lines 120-131) seems like Methods to me. There aren’t any results 

in it. Move this paragraph to the Methods? I would.  

 

The manuscript reads considerably better than the earlier version, as well. Thank you for taking the 

suggestion seriously to improve the writing.  

 

 

 

Reviewer #3 (Remarks to the Author):  

 

The revised version submitted by Chen et al. was well improved. I’ve nevertheless a major concern 

on the manuscript in its present form. I did not realize at the first round that carbonates were 

present in the soils used (in particular calcisols with some pH values around 9). Carbonates may be a 

CO2 source with a ∂13C close the atmospheric values (~-8‰). Consequently, in the flasks, there are 

two sources of CO2 in the control (SOM+carbonates) and three sources when you add labelled 

glucose. Using mixing equations is correct only when there are maximum two sources. Thus, you 

should estimate how much CO2 came from the carbonates based on control incubation and then 

assuming that carbonates dynamics is similar in control flasks and in flasks with labelled glucose you 

can extract how came from the SOM. Without this estimation the calculations are wrong.  



 

The study presented by Chen et al. is interesting so I suggest major revisions to let the author a 

chance to correct this mistake but without this correction the paper cannot be published. 
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Response to Reviewer #1:  

[Comment 1] Chen et al. have responded to all my previous comments, and those of 

the other reviewers, and I think the analysis in the paper has improved substantially. 

In general, the inclusion of the relative priming effects analysis has improved the 

confidence in the findings (but see comment below in relation to the partial 

correlations). By responding to reviewer 2 and including more plant variables, it 

appears that the main conclusion should now be that organic matter quality, as 

controlled by plant community composition and rates of input, determines the 

potential for glucose addition to induce priming effects. The slightly artificial 

distinction between plant variables and SOM quality is an issue that the authors 

address in their response to reviewer 2, when they consider how the labile C pool is 

controlled by the plant community. However, the fact that SOM quality is not truly 

independent of the plant community should be discussed more in the manuscript given 

the greater role plant variables play, both directly and indirectly, in the new analysis.  

[Response] Thanks for the reviewer’s recognition for our revision and additional 

insightful comments on the revised MS. We do agree with the reviewer’s comment 

that the SOM quality should depend on the plant variables (Jansen & Wiesenberg, 

2017), and have added one paragraph to discuss the role of plant variables in 

regulating SOM quality and the priming effect in the revised MS as follows: “In 

addition to SOM stability, plant properties (i.e., plant productivity and community 

composition) is another important factor regulating the priming effect, and exerted a 

strong indirect impact through its association with SOM stability (Fig. 4). Particularly, 

all the variables of SOM stability were significantly correlated with 75% of the plant 

variables (e.g., ANPP, EVI, C input rate and the coverage of grass) (Supplementary 

Fig. 13). The strong dependence of SOM stability on plant properties is ascribed to 

the following aspects. On the one hand, as the main source of SOM, the rate of plant 

C inputs directly determines the amount of plant-derived C which could be newly 

stabilized in soil (Dungait et al., 2012) and the decomposition of stable SOM pool via 

the priming effect (Kuzyakov, 2010). Plant C inputs can also mediate geochemical 

processes (e.g., soil acidification) which affect soil pH and the amount of cations 

(Angst et al., 2018), thus indirectly regulating the SOM stability. On the other hand, 

plant community composition controls the chemistry of plant litter and root exudates 
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(Hodgkins et al., 2014), thereby directly affecting the chemical recalcitrance of SOM. 

The organic acids (e.g., oxalic acid) derived from root exudates can also destabilize 

SOM by liberating C from association with clay minerals, thereby further increasing 

C accessibility (Keiluweit et al., 2015). Overall, plant properties can affect the 

priming effect through its regulation on SOM stability.” (Page 12, Line 240-256). 

 

Figure R1. Correlations between SOM stability and plant properties. ANPP, 

aboveground net primary productivity; EVI, enhanced vegetation index; CInp, C input 

amount; Gra, relative coverage of grass; Sed, relative coverage of sedge; Forb, 

relative coverage of forb; LPI, labile pool I; LPII, labile pool II; RP, recalcitrant pool; 

Carb, carbohydrate; Cut, cutin-derived compound; Sub, suberin-derived compound; 

FeAld, molar ratio of free Fe/Al oxides to SOC; FeAlo, molar ratio of amorphous 

Fe/Al oxides to SOC; Ca, ratio of exchangeable Ca to SOC; Mac, proportion of C 

occluded in macroaggregates; Mic, proportion of C protected by microaggregates; 

C+S, proportion of C associated with clay+silt fractions.  

 

[Comment 2] It is the analysis presented in Figure 2 (and Supplementary figure 4) 

that I think is most important. In the new version of this analysis, forbs and sedges 

seem to retain or increase their importance even after the direct measures of SOM 

stability are accounted for. Furthermore, for the SOM stability variables, when C 

input is included, the importance of all the SOM stability variables declines 

substantially. I don’t think this undermines the overall conclusion of the paper but I 
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think the authors do need to explain more clearly how and why they have separated 

the different variables into the different groups, and to discuss more how many of the 

SOM stability variables (especially the labile pool size and the chemical assays) are 

controlled by the quality and quantity of the inputs (perhaps as suggested by the 

structural equation modelling). 

[Response] Following the reviewer’s comment, we added more descriptions about the 

variable classification in both Introduction and Methods sessions of the revised MS as 

follows: “Due to the interactive effects of SOM stability, plant, soil, and microbial 

properties on SOM decomposition (Schmidt et al., 2011), a comprehensive study 

with systematic measurements of the priming effect together with these potential 

drivers over a broad geographic scale is highly needed. In this study, we quantified 

the relative importance of plant (vegetation productivity and composition), soil 

(nutrient content, pH, texture and bulk density) and microbial properties (biomass, 

composition, structure, enzyme activities and stoichiometry) and SOM stability 

(chemical recalcitrance and physico-chemical protection) in regulating the priming 

effects based on 30 sampling sites along an approximately 2200 km grassland transect 

on the Tibetan Plateau” (Page 5, Line 95-105) and “Given plant, soil, and microbial 

properties as well as SOM stability being the major drivers of SOM decomposition 

and the priming effect, to facilitate our interpretations, we classified all factors 

into four groups to explore their roles in regulating the priming effect: (i) plant 

properties (NPP, ANPP, root biomass, enhanced vegetation index (EVI), C input 

amount and the relative coverage of grasses, forbs and sedges), (ii) soil properties 

(SOC content, total N content, pH, clay, silt, sand, bulk density, and soil order), (iii) 

microbial properties (bacterial PLFAs, fungi PLFAs, F/B ratio, C-, N-, P-acquiring 

enzyme activities, C:N ratio of enzyme activity, N:P ratio of enzyme activity, and C:P 

ratio of enzyme activity) and (iv) SOM stability (labile C pool I, labile C pool II, 

recalcitrant pool, carbohydrate, lignin-derived phenol, cutin-derived compounds, 

suberin-derived compounds, the C associated with macroaggregates, microaggregates, 

and the clay+silt fraction, molar (Fed+Ald)/SOC, molar (Feo+Alo)/SOC and 

Caexe/SOC) ” (Page 21, Line 425-436).  
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With regarding to the dependence of SOM stability variables on plant variables, 

we have added more descriptions in the Results session as follows: “However, after 

controlling SOM stability, the correlation coefficients between the priming intensity 

and plant, soil and microbial properties decreased by 33.0%, 80.1% and 97.0%, 

respectively. As a consequence, except for the coverage of sedge and forb, whose 

correlation with priming effect retained or increased, most of these factors were no 

longer associated with the priming effect (Fig. 2). ...In particular, the abundance of 

cutin-derived compounds was always significantly correlated with the priming 

intensity, despite its correlation with priming effect decreased by 42.9% when the 

glucose input amount was controlled (Supplementary Fig. 4)” (Page 8, Line 163-173).  

 

Furthermore, as mentioned above, we added one paragraph to discuss the 

dependence of SOM stability on plant properties in the Discussion session as 

follows: “In addition to SOM stability, plant property (i.e., plant productivity and 

community composition) is another important factor regulating the priming effect, 

and exerted a strong indirect impact through its association with SOM stability (Fig. 

4). Particularly, all the variables of SOM stability were significantly correlated 

with 75% of the plant variables (e.g., ANPP, EVI, C input rate and the coverage 

of grass) (Supplementary Fig. 13). The strong dependence of SOM stability on plant 

properties is ascribed to the following aspects. On the one hand, as the main source of 

SOM, the rate of plant C inputs directly determines the amount of plant-derived C 

which could be newly stabilized in soil (Dungait et al., 2012) and the decomposition 

of stable SOM pool via the priming effect (Kuzyakov, 2010). Plant C inputs can also 

mediate geochemical processes (e.g., soil acidification) which affect soil pH and the 

amount of cations (Angst et al., 2018), thus indirectly regulating the SOM stability. 

On the other hand, plant community composition also controls the chemistry of plant 

litter and root exudates (Hodgkins et al., 2014), thereby directly affecting the 

chemical recalcitrance of SOM. The organic acids (e.g., oxalic acid) derived from root 

exudates can also destabilize SOM by liberating C from protected association with 

clay minerals, thereby further increasing C accessibility (Keiluweit et al., 2015). 

Overall, plant properties can affect the priming effect through its regulation on SOM 

stability” (Page 12, Line 240-256). 
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[Comment 3] The authors now present most of the analyses for both relative and 

absolute priming effects, but I think it is important that the authors also show the 

analysis in Figure 2 for both absolute and the relative priming effects. I apologise if I 

have missed this but I couldn’t find the partial correlations analysis for relative 

priming effects. I’m also unclear why root biomass, which has been added to the plant 

properties does not seem to appear in Figure 2 but does appear in Supplementary 

Figure 4. 

[Response] Following the reviewer’s comment, we have included the root biomass 

into the plant properties, and also added the results of partial correlation 

analysis for relative priming effects in the revised MS (Page 8, Line 173-174; 

Supplementary Figs. 5-6). As shown in the Figure R2, after controlling SOM stability, 

the correlation coefficients between the priming intensity and plant, soil and microbial 

properties decreased by 47.7%, 80.6% and 48.0%, respectively, despite the 

corresponding value for the coverage of sedge, forb and F/B ratio kept constant or 

even increased (Fig. R2). In contrast, the correlation coefficients decreased only by 

21.4%, 22.9% and 12.7% between the priming intensity and SOM stability after 

removing of the controlling plant, soil and microbial properties, respectively (Fig. R3). 

These results for the relative priming effects were in consistent with the results 

from the absolute priming effect. We have added these descriptions in the Results 

session of the revised MS (Page 8, Line 173-174). 
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Figure R2. Partial correlations between the relative priming effect and the plant (a), soil (b) and microbial properties (c) after controlling SOM 
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stability. LPI, labile pool I; LPII, labile pool II; RP, recalcitrant pool; Carb, carbohydrate; Cut, cutin-derived compound; Sub, suberin-derived 

compound; FeAld, molar ratio of free Fe/Al oxides to SOC; FeAlo, molar ratio of amorphous Fe/Al oxides to SOC; Ca, ratio of exchangeable Ca 

to SOC; Mac, proportion of C occluded in macroaggregates; Mic, proportion of C protected by microaggregates; C+S, proportion of C 

associated with clay+silt fractions. ANPP, aboveground net primary productivity; Root, root biomass; EVI, Enhanced Vegetation Index; CInp, C 

input amount; Gra, relative coverage of grass; Sed, relative coverage of sedge; Forb, relative coverage of forb; SOC, soil organic carbon content; 

BD, bulk density; PLFA, total PLFAs; Fun, fungal PLFAs; Bat, bacterial PLFAs; F/B, fungi/bacteria ratio; Cenz, C-acquire enzyme activity; Nenz, 

N-acquire enzyme activity; Penz, P-acquire enzyme activity; CNeny, C:N ratio of enzyme activity; NPenz, N:P ratio of enzyme activity; CPenz, C:P 

ratio of enzyme activity. * p < 0.05, ** p < 0.01. 
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Figure R3. Partial correlations between the relative priming effect and soil organic matter (SOM) stability after controlling plant, soil and 

microbial properties. * p < 0.05, ** p < 0.01.
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[Comment 4] Overall, the analysis appears more robust and the dataset is very 

impressive. The SOM stability variables still appear to be the most important 

determinants of the glucose-induced priming effects, but I think the role of plant 

community composition and C input rate in determining these SOM stability variables 

needs to be emphasised more strongly. 

[Response] Thanks for the reviewer’s positive comments. As mentioned above, we 

have emphasized the role of the plant community composition and C input rate in 

determining the SOM stability by adding the description of role of plant factors in the 

Results session and one-paragraph’s discussion in the revised MS (Page 8, Line 

165-166; Line 171-173; Page 12, Line 240-256). 

 

[Comment 5] Line 5: I think it needs to be clearer what the soil properties are that 

are not related to chemical recalcitrance or physico-chemical protection. This is not 

really made explicitly clear until the methods section on line 510. The distinction 

needs to be made earlier. 

[Response] Following the reviewer’s suggestion, to distinguish soil properties and 

chemical recalcitrance or physico-chemical protection, we have clearly described 

four groups of potential factors in the Introduction session of the revised MS as 

follows: “In this study, we quantified the relative importance of plant (vegetation 

productivity and composition), soil (nutrient content, pH, texture and bulk density) 

and microbial properties (total biomass, composition, structure, enzyme activities and 

stoichiometry) and SOM stability (chemical recalcitrance and physico-chemical 

protection) in regulating the priming effects based on 30 sites along an approximately 

2200 km grassland transect on the Tibetan Plateau” (Page 5, Line 100-105). 

 

[Comment 6] Line 187 to 189: I recognise that a proof reading service has been used 

but there are still a few poorly phrased sentences and this sentence contains some 

typos. Should it be ‘indirect effects’? 
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[Response] Done as suggested. We have also carefully checked the gramma 

throughout the revised MS.  

[Comment 7] Line 207:208: It would be helpful to explain why high SOM 

recalcitrance would trigger greater microbial N demand. 

[Response] Done as suggested. The sentence has been rephrased as follows: “On the 

other hand, high SOM recalcitrance can also trigger great microbial N demand, since 

the complex molecular structure can hinder the breakdown of N-containing polymers 

(e.g., chitin) to access available N (Langley et al., 2006)”. 

 

[Comment 8] Lines 234-241: Despite the growing recognition of the role 

physico-chemical protection plays in controlling soil C storage in soils from all 

regions, I think it is probably still fair to suggest that C-rich soils in cool regions may 

have greater amounts of unprotected C than soils in other regions. Therefore, I 

wonder whether the authors need to consider the extent to which the findings would 

apply to soils in warmer climates. 

[Response] Very good comment! We agree that the role of physico-chemcial 

protection in controlling the soil C storage may differ among various climate zones 

(Fang et al., 2019). The results observed in this study may thus not be simply applied 

to other climate zones. To further advance our understanding on this issue, more 

studies are needed to cover various climate zones (e.g., tropical, subtropical, 

temperate, and alpine zone, etc). We have clearly stated this point in the revised MS 

as follows: “In addition, the limited ecosystem types and climate zones involved in 

this study may have also induced uncertainties for generalizing patterns and drivers 

observed in this study. More empirical studies with diverse ecosystem types (forests, 

shrubs, etc.) and climate zones (tropical, temperate zone, etc.) are thus needed to 

further advance our understanding of this issue.” (Page 13, Line 270-275).  

 

Taken together, we appreciate for the reviewer’s insightful comments. These 

additional comments enabled us to have a deeper thinking on the dependence of SOM 
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stability on plant properties. By addressing these comments, we feel that the revised 

MS has been further improved. Thank you!
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Response to Reviewer #2:  

[Comment 1] The reviewers have done considerable work in response to my 

comments and to those of the other two reviewers. Given their effort, I think the paper 

should be acceptable in Nature Communications. Found below are a few final 

suggestions for improvement. The one item where I think more description is still 

needed is in the selection of sites (see next point, as well). The paper states that the 

sites were selected for purposes of the gradient. How so, though, and for which 

gradients? All of the variables equally (see immediately below)? I’m only asking for 

more specifics about the process for site selection. 

[Response] Thanks for the reviewer’s recognition for our revision and additional 

insightful comments on the revised MS. Regarding the site selection, we would like to 

mention that the gradient is not equal for all the variables. The major considerations 

for selecting these sampling sites are based on the precipitation gradient, because 

precipitation drives regional variations in vegetation (Yang et al., 2009) and soil 

properties (Yang et al., 2008) across our study area, which further determines the 

pattern of soil microbial community (Chen et al., 2016). Therefore, as long as our 

sampling sites cover the precipitation gradient, we can basically cover the gradients of 

plant, soil and microbial properties. Nevertheless, due to the poor traffic conditions on 

this highest plateau around the world, we are unable to conduct systematic sampling 

in this area. As done by many other research groups (e.g., Mu et al., 2016, Li et al., 

2018), the sampling sites were then set along the major road at intervals of a certain 

distance (Ding et al., 2016). We have added these detailed processes involved in site 

selection in the revised MS as follows: “These sites were set throughout the 

geographical extent of alpine grasslands along the major road at intervals of a 

certain distance (Ding et al., 2016), covering a wide range of climates (mean annual 

temperature: -3.7–6.9 oC, mean annual precipitation: 89–534 mm), plant productivity 

levels (net primary productivity (NPP): 38–488 g m-2 yr-1), soil properties (organic C: 

1.1–118.3 g kg-1; pH: 6.2–9.4; silt content: 5–52%; bulk density: 1.0–1.5 g cm-3) and 

microbial properties (microbial biomass C: 23–1101 mg C kg-1) across the plateau. 

The major considerations for selecting these sampling sites were based on the 

precipitation gradient, because precipitation induced regional variations in 

vegetation (Yang et al., 2009) and soil properties (Yang et al., 2008) across our 
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study area, which further determined the pattern of soil microbial community 

(Chen et al., 2016)”(Page 15, Line 310-319). Thanks for your understanding! 

 

[Comment 2] I think the manuscript would also be easier to grasp if all of the 

information about the gradient wasn’t in a Supplementary table: “These sites covered 

a wide range of climate (Supplementary Table 1), vegetation productivity, soil and 

microbial properties (see details in the methods, Supplementary Data 1).  Can’t the 

authors include even a brief description of the gradients in this paragraph (lines 

105-107)? This sentence from the Supplement, for instance, would be an improvement 

(lines 293-299): “These sites were set throughout the geographical extent of alpine 

grasslands, covering a wide range of climates (mean annual temperature: -3.7–6.9 

oC, mean annual precipitation: 89–534 mm), plant productivity levels (net primary 

productivity (NPP): 37.9–488.3 g m-2 yr-1), soil properties (organic C: 1.1–118.3 g 

kg-17 pH: 6.2–9.4; silt content: 5.0–51.8%; bulk density: 1.0–1.5 g cm-3) and 

microbial properties (microbial biomass C: 22.8–1101.2 mg C kg-1) across the 

plateau (Supplementary Fig. 7; Supplementary Data 1).” 

[Response] Following the reviewer’s suggestion, we have added more information 

about the gradient in the Introduction session as follows: “These sites covered a wide 

precipitation gradient, from 89 mm in arid climates up to 534 mm in humid climates. 

Across this precipitation gradient, net primary productivity (NPP) varied between 38 

and 488 g m-2 yr-1. Both soil and microbial properties were also highly variable, with 

soil organic C (SOC) and microbial biomass C ranging from 1.1 to 118 g kg-1 and 23 

to 1101 mg C kg-1, respectively (Supplementary Data 1)” (Page 5, Line 105-110). 

 

[Comment 3] The first paragraph of the Results (lines 120-131) seems like Methods 

to me. There aren’t any results in it. Move this paragraph to the Methods? I would. 

[Response] We do agree with the reviewer that this paragraph seems like Methods, 

but we feel that method information is more or less needed to make the Results 

section easily understood by the readers, since Nature Communications requires to 

describe the Methods session at the end of the manuscript. Nevertheless, to consider 
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the reviewer’s comments and also improve the readability, we have shortened 

this paragraph to one sentence as follows: “Both chemical recalcitrance (i.e., the 

proportion of the labile and recalcitrant SOM factions) and physico-chemical 

protection (i.e., the proportion of C protected by aggregates, Fe and Al oxides and 

exchangeable calcium) were determined to characterize the SOM stability, and then 

used to explore their effects on priming intensity.” (Page 6, Line 124-127). Thanks for 

your understanding! 

 

Taken together, we appreciate for the reviewer’s insightful comments. These 

additional comments enabled us to clearly describe the detailed processes about the 

site selection. By addressing these comments, we feel that the revised MS has been 

further improved. Thank you!
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Response to Reviewer #3:  

[Comment 1] The revised version submitted by Chen et al. was well improved. I’ve 

nevertheless a major concern on the manuscript in its present form. I did not realize 

at the first round that carbonates were present in the soils used (in particular 

calcisols with some pH values around 9). Carbonates may be a CO2 source with a 

∂13C close the atmospheric values (~-8‰). Consequently, in the flasks, there are two 

sources of CO2 in the control (SOM+carbonates) and three sources when you add 

labelled glucose. Using mixing equations is correct only when there are maximum 

two sources. Thus, you should estimate how much CO2 came from the carbonates 

based on control incubation and then assuming that carbonates dynamics is similar in 

control flasks and in flasks with labelled glucose you can extract how came from the 

SOM. Without this estimation the calculations are wrong. 

[Response] Thanks for the reviewer’s recognition for our revision and additional 

insightful comments on the revised MS. Following the reviewer’s suggestion, we first 

used the mixing model to quantify the proportion of CO2 from carbonate (fSIC) in the 

control for 19 sampling sites containing carbonates, and found that the CO2 release 

from carbonates accounted for only 4.3% of the total CO2 release in the control 

(Fig. R4). We then re-calculated the priming effect and found that the corrected 

priming effect was highly correlated with the original priming effect (R2= 0.93, p 

< 0.01; Fig. R5). Based on these updated data, we further re-conducted the 

multivariate analysis and confirmed that the overall conclusion of the study (i.e., 

SOM stability explained more variance in priming effect than plant, soil and 

microbial properties) still held true (Fig. R6). 

 

To further explore whether and how much carbonates can be released as CO2 in our 

study, we determined the changes in the carbonate content and its δ13C value before 

and after the 65-day incubation. Our results showed that there were no significant 

differences in both carbonate content and the corresponding δ13C value before 

and after the incubation (Fig. R7). Additionally, we also conducted two NEW 

carbonate addition experiments (Experiment 1: quartz sand with CaCO3 addition; 

Experiment 2: 13C-labelled CaCO3 addition to the one typical soil without carbonate) 

to quantify the contribution of carbonates to the CO2 flux. Given that the average 
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inorganic C content was around 8 mg g-1 soil for our soil samples (Supplementary 

Data), the rate of inorganic C addition was set to 8 mg g-1 soil (~66.7 mg CaCO3 g
-1 

soil). The additional experiments showed that CaCO3 addition did not significantly 

affect the cumulative CO2 release during the 30-day incubation in both 

experiments (Fig. R8). Specifically, the 13C-labelled CaCO3 experiment further 

revealed that CaCO3-derived CO2 only accounted for 1.0% of the total CO2 

release. Taken together, all these additional analyses and experimental results 

emphasized the minor contribution of carbonates to the CO2 release from soils in this 

study and also its δ13C. 

 

Overall, we appreciate for the reviewer’s insightful comment which enabled us to 

have a deeper thinking on potential contributions of carbonates on CO2 release. To 

address the reviewer’s comment, we performed new analyses, conducted two 

NEW experiments, and further discussed the potential carbonate effects by 

incorporating results from these additional analyses and new experiments in the 

revised MS as follows: “To account for the potential effects of carbonates on CO2 

production and its δ13C, we determined the changes in the carbonate content and its 

δ13C value before and after the 65-day incubation and also conducted two carbonate 

addition experiments (Supplementary Methods). The inorganic C content and its 

isotope value were determined with a solid TOC analyzer (multi EA 4000, Analytik 

Jena, Germany) and an isotopic ratio mass spectrometry (Thermo Scientific 253 Plus, 

USA), respectively. Our analyses showed that there were no significant changes in 

either carbonate content or the corresponding δ13C value before and after the 65-day 

incubation (Supplementary Fig. 13). Moreover, CaCO3 addition did not significantly 

affect the cumulative CO2 release during the 30-day incubation in neither carbonate 

addition experiments (Supplementary Fig. 14). Specifically, the 13C-labelled CaCO3 

experiment revealed that CaCO3-derived CO2 only accounted for 1.0% of the total 

CO2 release. These results demonstrated a minor contribution of carbonates to the 

CO2 production and also its δ13C. Therefore, as done in most priming studies on soil 

with pH > 7.0 (Bastida et al., 2019, Perveen et al., 2019), the effects of soil 

carbonates on CO2 release were considered limited in this study.” (Page 18, Line 

369-383). Notably, cautions should be taken to use the corrected data about the 

priming effect because the correction is based on multiple assumptions (i.e., 
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carbonate dynamics is similar in control flasks and in flasks with labelled glucose; the 

effect of CO2 release from carbonates on isotope value is negligible). Moreover, as 

mentioned above, multiple lines of evidence demonstrated that the effects of 

carbonate on the CO2 production and also its δ13C were relatively minor in our 

study. Further, this carbonate contribution was not considered in the most 

priming studies on soil with pH > 7.0 (Bastida et al., 2019, Perveen et al., 2019). 

Due to the above-mentioned considerations, we prefer not to use the corrected 

priming effect in the revised MS. Nevertheless, we can add the corrected results in 

the next round if the reviewer persists his/her opinion. Thanks for your 

understanding! 

 

Again, we really appreciate for the reviewer’s insightful comment. This additional 

comment enabled us to have a deeper understanding on the potential contributions of 

soil carbonates in CO2 release. By addressing this comment, we feel that the revised 

MS has been further improved. Thank you! 

 

Figure R4. The soil organic carbon (SIC) content (a), δ13C value (b) and its 

contribution to the CO2 production (fSIC) in the control treatment (c). The δ13C value 

and fSIC were determined and calculated for 19 sampling sites containing carbonates. 

 

 



18 

 

 

Figure R5. Relationship of the priming effect before and after carbonates correction, 

using the approach proposed by the reviewer. ***, p < 0.001 

 

Figure R6. Relative contributions of SOM stability, plant, soil, and microbial 

properties in driving priming effect (a) and relative priming effect (b) after carbonates 

correction using the approach proposed by the reviewer. 
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Figure R7. Changes in soil inorganic carbon content (SIC, a) and its δ13C value (b) 

before and after the experiment. G, glucose addition treatment. ns, no significant 

difference at the 0.05 level. 

Figure R8. Effects of CaCO3 addition on cumulative CO2 release in new experiment 

1 (EXP 1) and experiment 2 (EXP 2). The controls in EXP 1 and EXP 2 are the quartz 

sand and soil sample without CaCO3 addition, respectively. ns, no significant 

difference at the 0.05 level. 
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REVIEWERS' COMMENTS:  

 

Reviewer #1 (Remarks to the Author):  

 

The manuscript has been improved substantially and I think represents a very clear and balanced 

interpretation of the results, and a novel and important contribution on the priming of SOM.  

 

I would recommend that this paper is now acceptable for publication in Nature Communications and 

thank the authors for dealing with my previous comments so thoroughly.  

 

Iain Hartley  

 

 

Reviewer #3 (Remarks to the Author):  

 

All the referees comments were not easy to tackle and the authors did a great job to answer to all 

the points. I suggest to accept the manuscript. 



Response to Reviewer #1： 

[Comment] The manuscript has been improved substantially and I think represents a 

very clear and balanced interpretation of the results, and a novel and important 

contribution on the priming of SOM. 

I would recommend that this paper is now acceptable for publication in Nature 

Communications and thank the authors for dealing with my previous comments so 

thoroughly. 

[Response] Thanks for the reviewer’s recognition for our revision. 

 

Response to Reviewer #3: 

[Comment] All the referees comments were not easy to tackle and the authors did a 

great job to answer to all the points. I suggest to accept the manuscript. 

[Response] Thanks for the reviewer’s recognition for our revision. 


