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Deep learning for clustering of multivariate clinical patient trajectories with missing values 

The paper describes an approach for clustering multivariate short time series data with missing values 

using a modification of variational deep embedding (VaDE) autoencoder. It discusses applications of this 

model to recover known clusters in the simulated data and to stratify real-world Alzheimer's disease 

(AD) and Parkinson's disease (PD) patient data. The results show the ability of the model to these 

datasets into subgroups characterized by disease progression profiles. Overall, the paper is well written, 

has a clear structure, and may be of interest to a broad range of readers. 

While reviewing existing solutions for time-series clustering, the authors identify few disadvantages: 

these methods rely on greater length of series, are not suited for datasets with large numbers of missing 

values, and may have higher error rate if imputation and clustering are performed as separate steps. 

The proposed approach is claimed to address these limitations. 

This approach is an extension of VaDE model, which is capable of simultaneous learning of latent 

representations and cluster assignments from input data. The authors extend VaDE by: 1) applying 

LSTMs to both inputs and outputs of the autoencoder, and 2) using weighted reconstruction loss and an 

additional layer for learnable imputation. The authors claim that in comparison to HI-VAE [35] this 

architecture can handle values missing not at random. While the methodological component of the 

approach is technically sound, the experimental results could be improved in order to strengthen the 

support for the claims made in the Background section. 

Methods and data preparation methodologies are described in sufficient detail. Since the main 

contribution of the paper is a modified model architecture it is good practice to run ablation tests and 

compare to other models in order to demonstrate the benefits of the proposed approach. For example, 

the authors note that in contrast to [34] and other existing approaches, VaDER used missingness 

indicators for implicit imputation as an integral part of neural network training. This claim could be 

better supported with an experiment on, for example, using VAR simulated data with various amounts 

and modes of missingness to compare the performance of VaDER and LSTM with pre-imputed inputs. It 

would be also helpful to directly compare VaDER with other models on various simulated and real-world 

data. Examples of these models could include openly available implementations of k-Shape (Paparrizos 

and Gravano, 2015), Time series cluster kernel (Mikalsen et al., 2018), and HI-VAE (Nazabal et al., 2018) - 

please see corresponding GitHub URLs in the Reference section of this review. As an intermediate 

evaluation step between simulated data and datasets with multiple clinical outcomes, it would be useful 

to test the model on few labeled datasets. Even if clusters obtained in unsupervised manner are not fully 

representative of data partitioning by the label variable, it still can serve as a useful proxy for comparing 

different models with a fixed known number of clusters, e.g., see (Mikalsen et al., 2018) and (Sai 



Madiraju et al., 2018). It also possible to evaluate model robustness by varying levels and types of value 

missingness. This type of performance analysis is needed to support the claim that VaDER architecture 

allow for better handling short time-series data with many missing values. 

Overall, the results on the ADNI and PPMI data are convincing and demonstrate the ability of VaDER 

identify clusters of patients that can have a meaningful connection with their disease progression. It is, 

again, unclear whether this particular approach performs than other recently proposed ones. It would 

be interesting to expand on the choice of k in each case. It seems like on ADNI data, the biggest gap 

between null and model prediction strength is at k=2, but then it decreases drastically with the increase 

of k from 2 to 6. While for PPMI data there is a noticeable difference between the model and the null 

until k=8. As these parameters change from dataset to dataset, it would be helpful to provide a guideline 

for choosing k in various situations. 
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