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Abstract
A recent survey of the British Medical Journal (BMJ) and Nature revealed that inconsistencies in reported statistics were 
common. We sought to replicate that survey in the psychiatry literature. We checked the consistency of reported t-test, F-
test and χ2-test values with their corresponding p-values in the 2005 issues of the Australian and New Zealand Journal 
of Psychiatry (ANZJP) and compared this with the issues of the ANZJP from 2000, and with a similar journal, Acta 
Psychiatrica Scandinavica (APS). A reported p-value was ‘inconsistent’ if it differed (at its reported number of decimal 
places) from our calculated p-values (using three different software packages), which we based on the reported test statistic 
and degrees of freedom. Of the 546 results that we checked, 78 (14.3%) of the p-values were inconsistent with the corre-
sponding degrees of freedom and test statistic. Similar rates of inconsistency were found in APS and ANZJP, and when 
comparing the ANZJP between 2000 and 2005. The percentages of articles with at least one inconsistency were 8.5% 
for ANZJP 2005, 9.9% for ANZJP 2000 and 12.1% for APS. We conclude that inconsistencies in p-values are common 
and may refl ect errors of analysis and rounding, typographic errors or typesetting errors. Suggestions for reducing the 
occurrence of such inconsistencies are provided. Copyright © 2008 John Wiley & Sons, Ltd.
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Introduction
There is a substantial literature documenting the inap-
propriate or erroneous use of statistical procedures in 
medical research (Avram et al., 1985; Cruess, 1989; 
Emerson and Colditz, 1983; Felson et al., 1984; Gore 
et al., 1977; MacArthur and Jackson, 1984; Olsen, 2003; 
Vrbos et al., 1993). Estimates of the occurrence of errors 
vary, but the most comprehensive reviews suggest that 
around 50% of articles contain at least minor statistical 
errors (Felson et al, 1984; Gore et al., 1977; Olsen, 2003; 
Vrbos et al., 1993).

In the psychiatry literature, McGuigan (1995) found 
that 40% of the 164 papers he surveyed from the British 
Journal of Psychiatry contained at least minor statistical 
errors. In reviewing papers from the American Journal 
of Psychiatry and the Australian and New Zealand Journal 
of Psychiatry (ANZJP), Davies (1987) found a total of 

76 ‘errors’ of design and analysis in his sample of 29 
papers, 37 (49%) of which could be considered statisti-
cal errors.

However, quantifying rates of statistical errors is not 
easy. Authors have applied differing levels of stringency 
in defi ning what they consider to be an error, and there 
remains debate among statisticians as to what consti-
tutes an error (Hand and Sham, 1995). For instance, 
failure to adjust the signifi cance level for multiple com-
parisons is apparently a frequently occurring ‘error’ 
(Davies, 1987; McGuigan, 1995) despite a lack of con-
sensus among experts as to when adjustments should 
be made and to what extent (Hall and Bird, 1985; 
Murphy, 2004; Perneger, 1998). Moreover, the 
consequences of statistical errors are often not suffi -
cient to lead to altered conclusions. Nonetheless, 
reviews of mistakes and inconsistencies are likely to 
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underestimate the true occurrence of errors, given that 
many errors cannot be detected from perusal of the 
papers themselves and that most reviews of statistical 
reporting have surveyed prestigious journals where rig-
orous peer review may be more likely (Hand, 1985).

Although debate and a lack of consensus surrounds 
the appropriate choice and application of statistical 
tests, simple calculations can be performed to establish 
rates of consistency between reported test statistics, 
degrees of freedom and p-values (García-Berthou and 
Alcaraz, 2004). However, p-values are not a favored way 
of reporting results, as the magnitude of an effect is not 
suggested by a p-value (Cohen, 1994). Nevertheless, in 
the absence of effect sizes or confi dence intervals, an 
estimate of the effect size can often be calculated from 
a correctly reported test statistic and/or p-value. Fur-
thermore, p-values remain the most popular way of 
reporting results in the psychiatric literature, and many 
medical journals (e.g. Japanese Journal of Clinical Oncol-
ogy and The Canadian Journal of Psychiatry) require 
authors to report the test statistic, degrees of freedom 
and exact p-value. Finally, the accuracy of p-values can 
be easily verifi ed by readers whereas checking the accu-
racy of confi dence intervals is more diffi cult. García-
Berthou and Alcaraz reported that ‘11.6% (21 of 181) 
and 11.1% (7 of 63) of the statistical results published 
in Nature and BMJ [British Medical Journal] respectively 
during 2001 were incongruent, probably mostly due to 
rounding, transcription, or type-setting errors. At least 
one such error appeared in 38% and 25% of the papers 
in Nature and BMJ respectively’ (García-Berthou and 
Alcaraz, 2004).

To the best of our knowledge, there have been no 
studies in the past decade that investigated inconsis-
tencies between p-values and test statistics in the psy-
chiatry literature. Thus, we sought to determine how 
frequently inconsistencies occurred in papers published 
in the ANZJP and in the Acta Psychiatrica Scandinavica 
(APS). By applying the approach of García-Berthou 
and Alcaraz (2004), we checked the consistency of p-
values with common statistical tests reported in recent 
issues of the ANZJP, and compared this with the con-
sistency of p-values in articles published in the same 
journal in 2000, and with the rates of inconsistency in 
APS. A reported p-value was considered to be ‘incon-
sistent’ if it differed (at its reported number of decimal 
places) from our calculated p-values, which we based 
on the reported test statistic and degrees of freedom. 
We chose to survey the ANZJP and APS as these are 

general psychiatry journals that publish papers on 
various topics, with a similar number of articles per 
year. Also, we compared ANZJP in 2005 and 2000 to 
ascertain whether there were any changes over time in 
the frequency with which inconsistencies in reported 
p-values occurred.

Method
We searched volume 39 of the ANZJP (2005; 12 issues, 
excluding supplements 1 and 2), volume 34 of the 
ANZJP (2000; six issues, excluding supplements 1 and 
2), and volumes 111 and 112 of APS (2005; 12 issues, 
excluding supplements s426–s428) for statistical results 
that included the test statistic, degrees of freedom and 
p-value. To limit the magnitude of the task, we chose 
to focus on Chi-square (χ2), Student’s t and Analysis of 
Variance (ANOVA, MANOVA, and ANCOVA) tests, 
which are among the most commonly reported statis-
tics (Altman and Bland, 1990; McGuigan, 1995). Other 
tests that are based on similar distributions, for instance, 
the χ2 goodness-of-fi t statistic in logistic regression, 
were not included in our survey. We searched the PDF 
fi les of original articles, review articles, and case series 
using Adobe Acrobat’s ‘search’ function. We chose to 
search volume 34 (2000) of the ANZJP (in addition to 
volume 39) to allow an estimate of whether the rates of 
inconsistency have changed across time. Volume 34 
was searched in preference to earlier volumes, as com-
puterized searches of full-text articles were not possible 
for volumes of 10, 15 or 20 years ago.

If the test statistic and the degrees of freedom for a 
reported result are known, the p-value can be calcu-
lated using most statistical programs. In considering 
the consistency of p-values, we did not impose a 
predetermined set number of decimal places against 
which we checked all p-values. Instead, we checked 
p-values with the number of decimal places reported 
in each paper. We did not include instances 
where inexact p-values were reported (e.g. p < 0.05 or 
p > 0.05), as only gross inconsistencies can be detected 
for these.

Errors and inaccuracies in statistical software are 
not uncommon (Dallal, 1988; Knüsel, 1998) and can 
be a function of the algorithm used by the program to 
compute the statistic, rounding error within the soft-
ware or computer hardware, or truncation error, which 
results in errors of approximation in the output 
(McCullough, 1998). So, we checked each reported sta-
tistic using three different software packages: SPSS 
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12.0.1 for Windows, Microsoft Excel 2000 and the free-
ware NCSS Probability Calculator for Windows. Where 
reported p-values were inconsistent with the computa-
tions of all three packages, we checked to ensure that 
the reported p-value was not a result of rounding in the 
test statistic of the original paper. For instance, the 
result ‘χ2 = 0.4, df = 1, p = 0.52’ in volume 39(6), p. 476 
of the ANZJP, is not necessarily inconsistent with the 
precise calculated value of p = 0.5271, considering that 
the rounded χ2 value of 0.4 corresponds to the values 
from 0.35 to 0.44. There were occasional instances 
where, of the three statistical software packages, one 
produced a p-value which varied from the other two (at 
less than six decimal places). Such discrepancies were 
usually very small in magnitude (less than 0.001) and 
in the few instances where this occurred, we assumed 
that the value produced by the two consistent software 
packages was the correct value. In only one case did 
the reported value and the values calculated by the 
three software packages all differ from each other. In 
that case the reported p-value (p = 0.49 in volume 
112(4) p. 268 of APS) was discrepant from all three of 
our calculated values (which, however, were each 0.43 
when rounded to two decimal places) and thus, was 
considered to be an inconsistency.

Results
The 12 issues surveyed in the 2005 ANZJP included 
118 articles, of which 32 (27.1%) reported χ2, t, or F 
statistics with degrees of freedom and a p-value. Of the 
260 χ2, t and F statistics retrieved, 155 (59.6%) included 
a precise p-value, as opposed to an inequality (e.g. p < 
0.05) or ‘ns’ (not signifi cant). Of the six issues of the 
ANZJP in 2000 that were surveyed, 25 (22.5%) of 111 
articles reported χ2, t, or F statistics with degrees of 
freedom and a p-value. From these articles, 297 statisti-
cal results were retrieved, of which 173 (58.2%) included 
a precise p-value. In the 2005 APS, 39 (33.6%) of 116 
articles reported χ2, t, or F statistics with degrees of 
freedom and a p-value. From these articles, 445 statisti-
cal results were retrieved, of which 218 (49.0%) included 
a precise p-value. The mean number of χ2, t, or F-test 
results reported per article (across all surveyed articles), 
was 2.9.

The numbers and percentages of inconsistent p-
values are reported in Table 1. The 2000 and 2005 
issues of the ANZJP had similar rates of inconsistency 
(13.9% and 14.8% respectively). Table 1 also shows that, 
in 2005, the ANZJP and the APS had similar rates 
of inconsistency (14.8% and 14.2% respectively). The 
greatest proportion of inconsistencies (18.0%) occurred 

Table 1. Number and percentage of statistical inconsistencies by test, journal and year

Number reported Number inconsistent Percent inconsistent

2000 ANZJP t test  24  2 8.3%
F test  70  5 7.1%
χ2 test  79 17 21.5%
Total number of tests 173 24 13.9%

2005 ANZJP t test  24  4 16.7%
F test  70 14 20.0%
χ2 test  61  5 8.2%
Total number of tests 155 23 14.8%

2005 APS t test  57  3 5.3%
F test  84 11 13.1%
χ2 test  77 17 22.1%
Total number of tests 218 31 14.2%

Total t test 105  9 8.6%
F test 224 30 13.4%
χ2 test 217 39 18.0%
Total number of tests 546 78 14.3%

ANZJP, Australian and New Zealand Journal of Psychiatry.
APS, Acta Psychiatrica Scandinavica.
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with χ2 tests. There was a slight tendency to report 
higher p-values: 60.8% of inconsistent p-values were 
higher than our calculated values.

The frequency and proportion of inconsistencies out 
of the total number of articles, and estimates of the 
number of potentially affected statistical decisions 
(using p < 0.05 as an arbitrary type I error rate), are 
contained in Table 2. Of all the papers surveyed, 10.1% 
contained at least one inconsistency and 2.6% would 
potentially have at least one erroneous statistical sig-
nifi cance decision. Of the articles that contained at 
least one inconsistency, a high proportion contained 
two (20.6%), three (17.7%), or four or more (17.7%) 
inconsistencies.

Our methodology did not allow the types of errors 
leading to each inconsistency to be identifi ed. However, 
many of the inconsistencies were probably due to typo-
graphic or typesetting errors. Examples include: ‘p < 
001’ (p. 806 of ANJZP, Vol. 34(5)), ‘p < 05’ (p. 450 of 
ANZJP, Vol. 34(3)), ‘c2 = 8.2’ (p. 294 of ANZJP, Vol. 
34(2)) and omission of a ‘0’ in the p-value of: ‘t = 3.4, 
df = 15, p = 0.04’ (p. 609 of ANZJP, Vol. 39(7); correct 
p-value = 0.004). Apparent rounding errors were also 
common, even after the rounding of the test statistic 
was considered: ‘χ2 = 3.59, df = 1, p = 0.05’ (consistent 
p-value = 0.058; p. 789 of ANZJP, Vol. 34(5)) and ‘F = 

0.25, df = 3,427, p = 0.87’ (consistent p-value = 0.861; 
p. 82 of ANZJP, Vol. 34(1)).

Discussion
The present survey revealed that inconsistencies in p-
values were common in the ANZJP and APS and that 
they did not vary greatly across time for ANZJP, or 
between these two journals. Many papers contained at 
least one inconsistency, and of those, more than half 
contained multiple inconsistencies. However, assuming 
a type I error rate of 0.05, in only 2.61% of papers would 
at least one statistical decision have been affected. 
Inconsistent p-values tended to be higher than our 
calculated values; however, we could not determine 
whether this was due to errors in rounding or to other 
factors, such as typographic errors.

Of the three statistical tests we surveyed, the highest 
proportion of inconsistencies occurred with χ2 tests. 
Although the reason for this is unclear, this fi nding 
may indicate a need to be particularly attentive when 
using and reporting the results of χ2 tests.

The inconsistency rate (14.3% overall) was slightly 
higher than that of the general medical and science 
literature surveyed by García-Berthou and Alcaraz 
(2004), who found that 11.1% of results in the British 
Medical Journal (BMJ) and 11.6% of results in Nature 

Table 2. Proportions of surveyed papers where an inconsistent statistic was reported and proportions of papers where the 
statistical conclusion may have been affected

Number of 
articles1

Number of 
articles with 

inconsistencies

Percent of 
articles with 

inconsistencies

Number of articles with at 
least one potentially affected 

statistical conclusion2

Percent of articles with 
at least one statistical 

conclusion affected

ANZJP 2000 
(6 issues)

111 11  9.9% 3 2.7%

ANZJP 2005 
(12 issues)

118 10  8.5% 5 4.2%

APS 2005 
(12 issues)

116 14 12.1% 1 0.9%

Total 345 35 10.1% 9 2.6%

1 This refers to the number of articles surveyed and does not include letters to the editor, book reviews, editorials or articles 
that were published in supplements. It does however, include case series and review articles.
2 This refers to the number of times that an inconsistency potentially resulted in an erroneous statistical signifi cance decision. 
It assumes that all authors used a signifi cance criterion of α = 0.05 and does not allow for multiple comparisons.
ANZJP, Australian and New Zealand Journal of Psychiatry.
APS, Acta Psychiatrica Scandinavica.
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were inconsistent. This may be due to the fact that our 
survey focused only on three particular test distribu-
tions (t, F and χ2), whereas García-Berthou and Alcaraz 
(2004) included all statistics where a statistic value, 
degrees of freedom and p-value were reported. Perhaps 
inconsistencies are more likely to occur with t, F and 
χ2 tests. It is also possible that the BMJ and Nature have 
particularly rigorous reviewing and editorial processes 
that are more likely to detect discrepancies. Compared 
with the García-Berthou and Alcaraz (2004) sample, 
relatively few of our surveyed papers contained at least 
one inconsistency. Again, this may have been due to 
our decision to focus only on three particular test sta-
tistics, as well as to variations in the types of papers 
published in each journal. Our reduced rates of incon-
sistency per article is not necessarily a consequence of 
fewer tests per article in the ANZJP and APS. As 
already noted, of the articles that we surveyed, an 
average of 2.9 χ2, t, or F tests were reported per article. 
Such multiple testing is troublesome if many of these 
articles contained correlated tests, redundant tests, or 
unnecessary tests. Finally, we might have found more 
inconsistencies had the number of statistical results 
reporting precise p-values been greater. Our fi nding 
that only slightly more than one half of all statistical 
reports included a precise p-value is in itself of some 
concern.

It is noteworthy that despite increased use of statisti-
cal software packages and increased attention by editors 
and reviewers to statistical reporting in recent years, we 
did not fi nd appreciably different rates of inconsistency 
across the 5-year period from 2000 to 2005, at least in 
so far as ANZJP is concerned. This suggests that 
authors, editors and readers should avoid complacency 
in considering the accuracy of reported results.

A limitation of the present methodology is that even 
though it allows inconsistencies in reported statistical 
results to be accurately quantifi ed, it is diffi cult to gen-
eralize these fi ndings to all types of statistical result, 
and form conclusions about the reporting of statistics 
where imprecise p-values are given, and where degrees 
of freedom are not reported. An additional limitation 
is that our approach did not allow the type of error (be 
it a statistical calculation error, a rounding error, or a 
typesetting error) that led to each inconsistency to be 
determined. Finally, the consistency of statistics which 
describe the range or magnitude of effect, such as con-
fi dence intervals, could not be established using this 
approach.

Despite these limitations, the frequency of inconsis-
tency found in the current survey is of concern. This 
is even more so, if one assumes that many readers of 
professional journals pay most attention to p-values, 
considering them to be the single most important result 
of statistical analyses and not having time, interest or 
expertise to look into other aspects of the statistical 
procedures. We surveyed the consistency of reporting 
of three common and relatively simple statistical pro-
cedures. This represents only one part of the analysis 
and reporting process. Errors may also occur at other 
stages in the course of preparing the manuscript: during 
data entry, in the selection of statistical tests, in the 
analysis of data or in the use of advanced statistical 
procedures. It is important for checks to be performed 
at each of these stages, especially if the paper passes 
between numerous contributors and undergoes many 
modifi cations during the preparation process. It is dif-
fi cult or impossible for reviewers or readers to detect 
errors during various stages of research.

Authors, reviewers and editors can all play a part in 
reducing inconsistencies and errors in statistical report-
ing. Authors need to be cautious when rounding digits 
and need to check their statistics for typographic errors. 
Given occasional inconsistencies between software 
programs, replicating statistical results in a second 
software package is recommended. It is important for 
authors to report exact p-values to help reduce the 
perpetuation of ‘p < 0.05’ as the only criterion for reject-
ing hypotheses (Wright, 2003). Authors should also 
adhere to established reporting guidelines and recom-
mendations (e.g. American Psychological Association, 
2001; Altman et al., 2001) by reporting confi dence 
intervals (which also provide information about the 
precision of fi ndings; Cumming and Finch, 2001) and 
effect sizes. Reviewers might be encouraged to apply 
some of the simple techniques we have described here 
to check reported p-values. This will be facilitated if 
authors report test statistics and p-values to the same 
number of decimal places, so that a reviewer can be 
reasonably confi dent that any inconsistency is not due 
to rounding of the test statistic. We believe that report-
ing to three decimal places will be appropriate in most 
circumstances, especially as it ensures that rounding is 
much less likely to affect the signifi cance of a value (e.g. 
we suggest reporting p = 0.049 rather than p = 0.05). 
Finally, editors can promote quality reporting practices 
in their instructions to authors sections, such as the 
reporting of confi dence intervals, or at the very least, 
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the reporting of exact p-values. To increase the account-
ability for each stage of analysis and reporting, editors 
might ask that authors specify which individuals were 
responsible for each stage of data collection, analysis 
and reporting (Balon, 2005), and this information 
might also appear in the fi nal published article, as is 
now standard practice in the Journal of the American 
Medical Association (JAMA) and The Lancet.
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