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Appendix

This appendix shows the mathematical description of the definition of multicollinearity and its diagnostics, which was not present-
ed in the main text.

Multicollinearity
If two explanatory variables X; and X, have a linear relationship, as follows,
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where ¢, ¢;, and ¢, are arbitrary constants, the relationship is called exact collinearity. If the relationship between more than two ex-
planatory variables (X, X,, ... , X, k > 2, k is a natural number) is or approximates

X i+ 66X+ - + X = ¢

where ¢, (k > 2, k is a natural number) is an arbitrary constant, multicollinearity occurs. Under multicollinearity, more than one ex-
planatory variable X, is determined by the other explanatory variables as follows:

Variance Inflation Factor

A multiple linear regression model with n sample observations of k explanatory variables (X;, X,, ... , X,) and a response variable (Y)
is given by

Y= Bot X+ BoXot s s + Xyt & (i= 1,2, ...,1) &~ N(0, ),

where B(j = 0,1.2, ... , k) and ¢, are the regression coefficients and error, respectively. Each error (e, ¢,, ... , &,) is stochastically inde-
pendent and is normally distributed with a mean of 0 and a variance of . The variance of ﬂj [Var(ﬁj)] is
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where Zle(Xij —Yf)z = (XU _Yf)z + (ij _YJ)Z +eee +(an _XJ)Z is the sum of squares of the difference between each value of X;
and the mean of X;; ()_(j) and Rj2 is the coefficient of determination from the regression model [X; =y, + Z,il pXa+e(i=12,...,m I=
L2, ..., k; I # j)] with the response variable of X, the explanatory variables of X;, the regression coefficients of y, and y, and the error

. — . 1 . . 2 .
of €;. Assuming that XX, - X,)* and o are constant, Var(f;) is solely dependent on r and an increase in R; leads to an increase

in Var(B) and vice versa. Because 0 < R/ < 1, R’ = 0 minimizes Var(8,) while R} = 1 makes Var(f3;) infinite (Fig. 1). This means that the
complete absence of multicollinearity (R’ = 0) between explanatory variables minimizes the variance of the regression coefficient for
an explanatory variable of interest, whereas exact multicollinearity (R’ = 1) between them inflates the variance infinitely. Because of its
significant effects on the variance of a regression coefficient, the term
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is called the variance inflation factor; its reciprocal is known as the tolerance.

The variance inflated by strong multicollinearity increases the standard error of the regression coefficient ( [Var( ﬁ,)) and widens

the 95% confidence interval of a regression coefficient (f), which is

ﬁj * t k- 1000) (ﬂvm’(ﬂj))’

100 - 95
2

where #,, ;.00 is the critical t-statistic at 2.5% (=
also results in a reduction in t-statistic

%) level under the degree of freedom 7 — k — 1. The increase in the variance

_ /3;‘_0

- Jvar(B,)

for the hypothesis test (H,: 3;= 0 versus H,: §,# 0), which produces an insignificant result.

Condition Number and Condition Index

Each explanatory variable (X;) from a multiple linear regression Y= 8, + B, X, + B, X, +, ..., + B Xy + & (i= 1,2, ..., n) can be stan-
dardized by dividing the difference between each of its values (X;) and their mean ()_(j) by the square root of the sum of squares of all
the differences:

X, - X,

Z, =
YL(X, - X))

g

(j=1,2,..,k)

Then, we obtain an 7 x k matrix (Z) of the standardized explanatory variables:

Z, Z, 1k
7= Z‘Zl Z‘zz o 2k
an ZYLZ nk

By transposing Z, so that the rows become columns and vice versa, we obtain the k x # transposed matrix (Z"):

le ZZI
77 = Z}z Z;z
Zlk sz nk

The multiplication of Z" by Z produces a k x k square matrix. As shown below, the multiplications of each element from the a” row of
Z"and the b" column of Z yield the element from the b" column of the a” row in Z"x Z:

Zy Zy - Z, Zy le Z,,
7' %7 = A:u Z::: Z:uz x Z:21 Z:22 Z:L'\
Zlk sz o nk Z, an me
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lele +Z21Z21 +. : '+ZYIlZHl leZIZ +ZZIZZZ +“‘+anan e lezlk +ZZIZZI( +“‘+anZ1k
— leZn +222Z21 "'+anan ZIZZIZ +Zzzzzz +"'+anzn2 ZuZn +leZ*s‘-. teeet ZNZM
Zlkle +sz22.1 +"'+anZn1 ZlkZIZ +szZz.z +"'+anan ZlkZlk +szZZ.k +'"+anan

Each element of the square matrix is equivalent to a correlation coefficient (r) of two explanatory variables (X;, and X)).

Zyloit Lot + Lyl

_ X, _Yh Xl/ _Xj " X, _Th ij _Xj Lot X, _Yh an_Xj
- Y B ¥ \2 n ¥ \2 n Y \2 n Y \2 T h
VL, X SLX, =X)L, -X) L, -X) VL, -X) o, =X

Therefore, the matrix Z'Z can be expressed as follows:

T Ty h
7'z=|Tn T2 Tk
rkl er rkk

To calculate the eigenvalues of a square matrix, its determinant needs to be known. The determinant of a 2 x 2 matrix is

|LCI Z:ad—bc
The determinant of a 3 x 3 matrix is
a b ¢ e f d f d e
d e f|l=a e fl-bld  fl+cld e =a|, i—b‘ i|t¢lg
g h i hdlole q| g ok &

= a(ei — fh) — b(di — fg) + c(dh — eg)

Using the above equations for the determinant of a square matrix, the eigenvalues (1,, A,) of the 2 x 2 correlation matrix can be ob-
tained:

(=M= A) =151, =0

2
A =(ry+ 1) + 131y — 11515, =0

1= (1’11 +rzz)i\/(r11 +rzz)2 _4(7’117'22 _rlzru)
2

cax’+bx+c=0<x

—b+b* —4ac
2a
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If generalized, the eigenvalues (A, A,, ... , A;) of the correlation matrix can be calculated.

LTI P T Lo -0
r, t, - T o1 -0
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T Dok T = A
I~ A r%k r%l r%3 e rz'k rl'l a rz(lf—l)
(r,—A) N L O N B s o :[=0
L7 e n A Tl Ty — A LT )
A-1)A-1)..A-1)=0
By solving the k" degree polynomial equation of the variable A, we can obtain k eigenvalues (A, A,, ... , ;). The number of eigenvalues

(A Ay .05 Ay) from the k x k matrix is k and their mean and total sum are 1 and k, respectively.
The square root of the ratio between the maximum and each eigenvalue (1,, 1,, ..., A;) is termed “condition index” and is expressed as

A
= [P (=12, k
S (s )

The largest condition index is called the “condition number.”

Variance Decomposition Proportion

Eigenvectors are calculated from their corresponding eigenvalues. The relationship between two eigenvalues (A,, A,) and their ei-

r,r, 1 0 v, 0
RO TR

By solving the above equation, the ratio (R,) between the two elements (v,,= R x v,,) is obtained. As long as the ratio is maintained, the
values of the two elements can be chosen arbitrarily. Then, two eigenvectors can be obtained.

U _ vll v _ le
= 5 =
! le ! 1)22

genvectors (v,, v,) is as follows:

With
S " 1 0 -0 N 0
fon e n 0t ol fe | o
r, T, r, 0 0 1 v, 0
we have k eigenvectors (v;, vy, ... , v}) consisting of k elements in one column, which correspond to k eigenvalues (1, A,, ... , Ay).

The eigenvector corresponding to the eigenvalue A, (s =1, 2, ... , k) are expressed as
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There are k variance decomposition proportions for the regression coefficient 3; (j = 1, 2, ... , k), which are defined as

v’ :

P P

A A
= : = : s=1,2,...,k
js v 2 2 2 U_Z( > &> > )

The total sum of the variance decomposition proportions for f; (7, + 1, + -+ + 7, = > ™) is L.
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