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Supporting Information Text12

1. Change of pairwise correlations with community size13

To study if the size of the multispecies trophic communities (i.e. species richness) has an effect on how different metrics of14

stability correlate with each other, we follow the pairwise correlations between all metrics for different community sizes. For15

each community, we calculate all stability metrics presented in Table 1 in the main text, and study the correlations as a function16

of community size as follows. For each community size, we sample 100 trophic communities (i.e 100 communities with 5 species,17

for example) and compute the pairwise correlations among all stability metrics using Spearman’s correlation rank, ρ. We repeat18

this for all community sizes ranging from 5 to 100, and obtain the correlation between metrics as a function of community size.19

20

We then go on to check if those correlations are affected by community size. To do that we are going to compare the value21

of the correlation rank ρ in three different size scenarios: small communities (composed by 5 to 10 species), medium sized22

communities (composed by 45 to 55 species) and large communities (with 85 to 95 species). For each size scenario we obtain the23

average value of the pairwise correlations by averaging over the values of the correlation rank obtained for the sizes within the24

size range. We consider that pairwise correlations remain unchanged throughout a gradient of species richness if the variation25

in the average value of the pairwise correlation between the initial and final size scenarios (∆ρ) is below 0.1. With that, we26

create three different categories: correlations that keep changing throughout all sizes (~6%, Fig. S1i A-C), correlations that27

change only in small to medium-sized communities (~50%, Fig. S1i D-F) and correlations that remain constant irrespective of28

community size (~44%, Fig. S1i G).29

30

From all the correlations that change with size, we identify how many pairwise correlations increase in strength with increasing31

community size (~21%, Fig. S1i B and E) and how many decrease in strength when the size of the community increases (~32%,32

Fig. S1i C and F). A small proportion of the correlations changes sign with network size (only ~6%, Fig. S1i A and D).33

34

We represent the effect of community size on correlations in Fig. S1i (a centered rolling mean of 6 was used to plot the lines35

in this figure in order to reduce the noise and improve the interpretation). To better visualize the behaviour of all pairwise36

correlations, a matrix-like representation is included in Fig. S1ii. The matrix elements are colored according to which one of37

the 7 behaviours (A to G) each pairwise correlation belongs to:38

A. Correlation strength keeps changing with community size, and it also changes sign. Colored in purple in Fig. S1ii39

B. Correlation strength increases with community size. Colored in red in Fig. S1ii40

C. Correlation strength decreases with community size. Colored in blue in Fig. S1ii41

D. Correlation strength is constant in species-rich communities (>50 species) but changes sign in smaller communities.42

Colored in light purple in Fig. S1ii43

E. Correlation strength increases with community size in communities with less than 50 species and remains constant in44

species-rich communities. Colored in light red in Fig. S1ii45

F. Correlation strength decreases with community size in communities with less than 50 species and remains constant in46

species-rich communities. Colored in light blue in Fig. S1ii47

G. Correlation strength is constant throughout all sizes. Colored in grey in Fig. S1ii48
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2. Impact of community size on the structure of the stability metrics network49

One of the features of complex networks is that the interactions they represent can be structured, e.g. by forming groups of50

densely connected vertices. We use a community detection method based on maximizing the modularity (hereafter referred to51

as the ‘modularity algorithm’, see Materials and Methods), to find groups of densely connected metrics in the stability metrics52

network.53

54

Because network size has an impact in how different metrics correlate with each other (see section 1 above and “Community55

size and stability metrics’ correlations” in Results), we also study how it affects the structure of the stability network by56

following the sorting of nodes into different groups along a gradient of community sizes as follows. We start by building the57

stability metric network for communities composed of 5 to 10 species (see Materials and Methods). We then identify the58

different groups of metrics using the modularity algorithm and register the identity of the group each node is assigned to. We59

repeat this procedure for communities of increasing species richness (i.e. network size): 10 to 20 species, 20 to 30 species ,...60

until a total richness of 90 to 100 species. Since the modularity maximization algorithm is stochastic, for each size, we build61

20 stability networks, run the modularity algorithm 10 times for each of them and register the number of times each node is62

assigned to each group.63

64

We identify three main groups: The ‘Early response to pulse’ group, (light green in Fig. 2A in the main text and Fig. S3)65

contains measures of the initial and short-term deviations of a community from its reference state after a pulse perturbation.66

The ‘Sensitivities to press’ group (green in Fig. 2A in the main text and Fig. S3) includes metrics that quantify changes in67

total and individual species’ biomass between post- and pre-perturbed communities after a press perturbation. The ‘Distance68

to threshold’ group (blue in Fig. 2A in the main text and S3) consists of metrics that measure how easily a system crosses69

thresholds to new dynamical states, for example the amount of external pressure before a community experiences an abrupt70

change, the closeness of the rarest species to extinction, the population variability, and secondary extinctions caused by random71

extinctions.72

73

By looking at the sorting of nodes into the groups found by the modularity algorithm, we find that the only changes involve a74

small group of metrics: three metrics of initial and transient responses of the most abundant species to pulse perturbations,75

namely reactivity (R0), maximum amplification (Amax), and time to maximum amplification (tmax). These are the only76

metrics whose group attribution changes with community size (see Table S1). While in communities of less than 20 species,77

they are found in the same group as the ‘Distance to threshold’ metrics (blue), they grow progressively disconnected from78

this group of metrics as community size increases. Reactivity (R0) disconnects from this group in communities larger than79

20 species, and is placed either in the ‘Sensitivities to press’ (darker green) or in the ‘Early response to pulse’ (light green).80

Maximum amplitude (Amax) is disconnected from the blue group in communities with a species richness of above 30 species,81

and it is placed either in the ‘Sensitivities to press’ (darker green) or in the ‘Early response to pulse’ groups (light green).82

Finally, time to maximum amplification (tmax) is disconnected from the blue group in communities with more than 70 species,83

and is placed either in the ‘Sensitivities to press’ (darker green) or in the ‘Early response to pulse’ group (light green). Table84

S1 shows detailed information about how the three metrics are sorted into the different groups as community richness increases.85

For each size category, the proportion of times each of the metrics was assigned to each group was recorded. Since there is86

no consistent classification of these three metrics in a group independent of network size, we kept them apart from the other87

metrics (in grey in Fig. 2A in the main text and in Fig. S3). Note that the three metrics don’t form their own group in the88

sense that the reason they are put together is solely because of their lack of clear group attribution (and not because they are89

more correlated with each other than with the other metrics).90

91

This study shows that as communities grow more complex (in term of species number), these three metrics, that are driven by92

the behaviour of the more abundant species (1), are increasingly disconnected from the other metrics. This has implications for93

quantifying the overall stability of the system: if one is interested in the individual response of species a short time after the94

disturbance in communities with moderate richness and above (20 species or more), it will be necessary to actually quantify95

these individual behaviours specifically, as they are not well represented by any of the other metrics.96
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Table S1. Group assignment according to the modularity algorithm for the three metrics R0, Amax, and tmax as a function of community size

Community size 5-10 10-20 20-30 30-40 40-50
Metric/Group E* D* S* E D S E D S E D S E D S
R0 . 1 . . 1 . 0.05 0.13 0.82 0.27 . 0.73 0.28 . 0.72
Amax . 1 . . 1 . 0.05 0.77 0.28 0.27 . 0.73 0.28 0.06 0.66
tmax . 1 . . 1 . . 1 . . 1 . 0.06 0.94 .
Community size 50-60 60-70 70-80 80-90 90-100

Metric/Group E D S E D S E D S E D S E D S
R0 0.52 . 0.48 0.05 . 0.95 0.04 . 0.96 0.12 . 0.88 0.87 0.04 0.09
Amax 0.52 . 0.48 0.05 . 0.95 0.04 . 0.96 0.12 . 0.88 0.74 0.17 0.09
tmax 0.40 0.60 . 0.05 0.65 0.30 0.04 0.20 0.76 0.12 0.40 0.48 0.91 . 0.09
* The acronyms for stability groups are E for ‘Early response to pulse’ (in light green), D for ‘Distance to threshold’ (in blue) and S for ‘Sensitivities
to press’ (in darker green).
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3. Inter and intra-group correlations in the network of stability metrics97

The partition of the network provided by the modularity algorithm is formed by groups of metrics that are intensely correlated98

with other metrics inside the same group and weakly correlated with metrics outside the group. In our framework, that can99

be understood as the metrics inside a group being largely independent from the metrics outside the group, but being largely100

redundant with metrics within the same group.101

102

To check to what extent this is indeed the case, we computed the inter and intra-group average correlations. The intra-group av-103

erage correlation is quantified as the average pairwise correlation between all the metrics inside a group. The inter-group average104

correlation is the average pairwise correlation between metrics that belong to two different groups. It is possible to visualize both105

at the same time with a lumped representation of the network of stability metrics (Fig. S2), where each node represents one of106

the different stability metrics group, and the links the average pairwise correlation between metrics belonging to different groups.107

108

Different partitions of the network generate different lumped networks, and hence different inter and intra-group correlations.109

We compare two different partitions: the most frequently proposed by the modularity algorithm, in which the three metrics110

discussed in the previous section (R0, Amax, tmax) are assigned to the different three groups according to Table S1 (Fig. S2A),111

and one where these three metrics are considered separately and placed in an different set (Fig. S2B). In both cases the112

average inter-group correlation (~0.13) is much weaker than the strength of the correlation between metrics in the same group,113

validating our hypothesis that these partitions represent groups of relatively independent metrics. Comparing both partitions114

(Fig. S2 A and B), we see that placing the three discussed metrics aside increases the intra-correlation of the three groups115

defined by the modularity algorithm (‘Early response to pulse’ in light green, ‘Distance to threshold’ in blue and ‘Sensitivities116

to press’ in green in Fig. S2) while not having a major impact on the average inter-correlation strengths. In light of this, we117

decide to use the second partition (Fig. S2B) for our future analyses, and we neither assign the three discussed metrics to any118

of the three groups, nor to their own independent group (since their intra-group correlation is relatively low in medium-sized119

and large communities).120

6 of 21 Virginia Domínguez-García, Vasilis Dakos and Sonia Kéfi



0.74

0.47

0.20

0.15

0.20

SMALL

Initial 
Response

Distance to
threshold Sensitivities

to press

0.40 0.26

0.61
0.11

0.08

0.17

LARGE

0.400.72

0.52

0.31

0.12

0.07

0.17

MEDIUM

0.75

0.46

0.38

0.45

0.17

0.14

0.16

0.18

0.37

0.17

0.71

0.61

0.41

0.23

0.08

0.1

0.03

0.17

0.13

0.13

Initial 
Response

Distance to
threshold Sensitivities

to press Initial 
Response

Distance to
threshold

Sensitivities
to press

A)

B)

Fig. S2. Intra- and inter-group correlations: Network of correlations between groups, where each node represents one of the different groups identified by the modularity
algorithm : ‘Early response to pulse’ (light green), ‘Distance to threshold’ (blue), ‘Sensitivities to press’ (darker green). The grey node represents the three metrics, which were
not clearly attributed to one of the three other groups. The size of the nodes is proportional to the intra-group correlation (also shown with the value inside each node). The
numbers over the links represent the average correlation between metrics belonging to the two groups connected by that link (inter-group correlation). A) Inter and intra-group
correlations considering the most frequent groups obtained from the modularity algorithm. In this case the three grey metrics change from being in the ‘Distance to threshold’
group (blue) in small communities, to being placed in the ‘Sensitivities to press’ (darker green) and in the ‘Distance to threshold’ (blue) groups in medium-size networks, to the
‘Early response to pulse’ group (light green) in large networks (see Table S1 in main text). B) Inter and intra-group correlations considering the three grey metrics (R0, Amax,
and tmax) apart from the others.

Virginia Domínguez-García, Vasilis Dakos and Sonia Kéfi 7 of 21



4. Quantifying stability metrics’ (dis)similarity121

The modularity algorithm provides a global description of how metrics can be organized in groups of relatively independent122

stability components, but it does not provide detailed information about the degree of (dis)similarity between different metrics.123

To examine this, we perform a hierarchical clustering analysis (2, 3). This approach is based on aggregating nodes according124

to their pairwise correlations (see Materials and Methods). The correlations are used to compute a distance d, equal to 1-ρ,125

(where ρ is Spearman’s rank correlation) between all pairs of metrics. This distance is represented by means of a dendrogram126

in Fig. 2B in the main text and Fig. S3. The key to interpreting such a dendrogram is to focus on the first ‘branch’ at127

which any two metrics are joined together; the further away two metrics are from this ‘common ancestor’ the less similar they are.128

129

The dendrograms obtained (Fig. S3) are clearly in good agreement with the groups identified by the modularity algorithm,130

except for the ‘resistance to extinction’ metric (< RE >), represented with a stripped pattern in Fig. 2B in the main text and131

in Figs. S3ii and S3iii, which is not placed in the same group by both approaches in medium-sized and in large communities.132

This metric quantifies the average change in total biomass before and after a random extinction, without taking into account133

the identity of the targeted species. However, the nature of the targeted species has a major influence on the resulting change134

in total biomass: e.g. deleting an apex predator will generally result in small changes in biomass, while deleting a plant135

or low-level predator could cause major changes. It is probably because it averages the response across all species in the136

community that its correlations to other related metrics (e.g. REmax) are weaker and that it casts itself as an outlier. This137

could mean that it is important to take into account the identity of the targeted species in order to consistently evaluate the138

effect of extinctions in the total biomass of the community. As a result of the discrepancy between the two methods we applied139

to place < RE > inside a group, we did not include this metric in the subsequent analyses.140

141

The dendrograms allow to visualize a more detailed structure, with subgroups of similar metrics within the three groups identified142

by the modularity algorithm. In medium-sized communities, for example, the ‘cascading extinctions’ (< CE >), and ‘tolerance143

to extinction’ (< TE >) metrics – which measure responses to random extinctions (see Table 1 in main text, or SI section 10 for a144

full description) – are in the same group (in blue) as ‘tolerances to mortality’ metrics (mortality increases both at a global (TMG)145

and local (TML
min, < TML >) scale). Yet, these two responses to extinction are more similar to each other than to any other146

metric in the same group. As another example, each of the metrics of ‘resistance to mortality’ (RMG), ‘sensitivity to mortality’147

(SMG) and ‘tolerance to mortality’ (TMG), that are derived from global attacks (simultaneous increase of the mortality of all148

species) are always close to their average over local attacks (increase in the mortality of one species): < RML >, < SML >149

and < TML > respectively. This similarity can be interpreted as a “superposition principle” (4), where the global attack is just150

the sum of the attacks to independent species, and no added amplification emerges when all species are attacked at the same time.151

152

The dendrograms also reveal connections that may not have been apparent based on the modularity algorithm. A clear example153

in medium-sized communities is the subset inside the blue group (Fig. S3ii or Fig. 2B in main text) composed of five strongly154

connected metrics of very different nature: ‘resilience’ (Rinf ), which is a metric of dynamical stability, ‘tolerance to mortality’155

metrics (TMG, TML
min), which assesses structural stability , and ‘sensitivity metrics’ (S, < sij >), which are based on the156

inverse Jacobian. This tightly connected subset is also present in large communities, where the it also includes ‘cascading157

extinctions’ (< CE >). The strong connection that we find between ‘resilience’ (Rinf ) and ‘tolerance to mortality’ metrics158

(TMG, TML
min) can be intuitively understood by noting that they represent different ways of estimating the distance to a159

dynamical threshold, either by directly testing for the intensity of the stress that leads to the first extinction (5, 6) – our160

definition of ‘tolerance’ (see Table 1 in the main text) – or indirectly by means of critical slowing down indicators such as161

‘resilience’ and ‘invariability’ (7). Also, some of these connections have been previously reported in the literature, such as the162

relationship between ‘resilience’ and ‘sensitivity’ in donor-dependent systems (8), but not much is known about the others (but163

see (9)), and we still lack a complete theoretical map between most metric relationships.164
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(iii) Large communities (85 to 95 species)

Fig. S3. Analysis of the stability network for communities with different species richness: i) small communities, ii) medium-sized communities and iii) large communities. Upper
part of the three panels (A): Networks of stability metrics. Nodes represent the different stability metrics and weighted links the pairwise Spearman’s correlation coefficients.
Thicker links represent stronger pairwise correlations. The colour of the nodes represents the different groups they are assigned to by the modularity algorithm, with modularity
values of i) 0.114, ii) 0.147 and iii) 0.191. We identify them as follows: Early response to pulse group in light green, the Distance to threshold group in blue and the Sensitivities
to press group in darker green. In grey are the nodes that the algorithm was not able to unambiguously place in any of the three groups. Lower part of the three panels (B):
Dendrogram obtained with the hierarchical clustering analysis on the same network of stability metrics. The dendrograms represent the distances between pairs of metrics. The
Cophenet Coefficient correlation, which defines how well the dendrogram distances represent the distances of the original data are: i) 0.87, ii) 0.85 and iii) 0.87).
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5. Signs of the correlations among stability metrics165

The sign of the correlations does not play a role in defining whether two metrics are providing similar information or not, which166

is why we have not considered the sign of the correlations until now. However, it becomes important if we want to identify the167

existence of trade-offs between stability metrics. The existence of a negative correlation would mean that it is not possible to168

quantify the overall stability of a system in an unequivocal way, since being more stable according to a given stability metric169

would mean that that community is automatically less stable according to another metric.170

171

However, we found that most pairwise correlations in our trophic communities are positive (meaning that the average value of172

ρ in each size range is above 0), from ~86% of al 351 correlation pairs in small communities to ~93% in large communities (see173

Fig. S4 i,ii,iii, and iv). This vast majority of positive correlations is in line with recent experimental findings where multiple174

positive correlations between stability metrics were found in communities of similar size to our simulated communities (10, 11).175

Some attention must be paid to small-sized communities, for which a few negative correlations are found.176

A. Negative correlations. In small communities the strongest negative correlations take place between ‘resistance to mortality’177

(total change of community biomass after an increase in mortality at the global (RMG) and at the local -species- scale178

(< RML >) and ‘resistance to mortality’ and ‘sensitivity to mortality’ (total change in species’ biomass after an increase in179

mortality at the global scale (SMG)) with a Spearman’s rank coefficient of ρ ∼ −0.54 and ρ ∼ −0.39 respectively (See Fig.180

S4 i and iv). This relationship means that larger changes in species populations after a mortality increase are accompanied181

by smaller changes in total aggregated biomass (i.e the population changes take place in such a way that total change in182

aggregate biomass is minimised when the species’ population experiments larger changes). This compensatory behaviour183

quickly disappears as richness increases, and we find that in communities with 20 species or more, larger (resp. smaller) changes184

in species’ biomass are reflected in larger (resp. smaller) changes in total biomass. The changes in populations’ biomass do not185

compensate among different species anymore: the majority of species exhibit a change in biomass of the same sign (i.e all186

increase or all decrease in biomass) and that is reflected in the change of total aggregated biomass of the community being187

correlated with the changes in the average populations’ biomass. That does not mean that there are not any compensation188

at all (i.e. some species increasing in population while others decrease) but is not enough to have an impact in the average189

behaviour any more.190

191

As for the rest of negative correlations in small communities, they include the ‘resistance to random extinctions’ metric192

(< RE >) that measures the average total change of community biomass before and after random extinctions, which we193

previously classified as an outlier (see SI Appendix, section 4 and Fig. S3), and hence we don’t further study its behaviour.194

195

The only important negative correlation (i.e. ρ above 0.3) that remains when the size of the community increases over 20196

species is between R0 and tmax (i.e. reactivity and time to maximum amplification), as we can see in Fig. S4 ii, iii, and iv.197

While the relationship between these two metrics has been studied previously and found to be complex (12), our results hint198

that communities with abundant species that initially deviate fast (i.e. high R0) also start to recover early (i.e. low tmax),199

while communities with less reactive abundant species tend to take longer before they start their recovery.200

B. Abundance of positive correlations. As we mentioned before, the dominance of positive correlations is in agreement with201

recent experimental findings, where multiple positive correlations between different stability metrics were found in communities202

of similar sizes (10, 11) (only invasions seemed to be negatively correlated to other metrics of stability (11)). The metrics203

used here may not be entirely identical to those used in these experimental studies, nonetheless there are clear similarities.204

For example, we find a correlation (ρ =0.37) in small communities between population invariability (Is) and a measure of205

resistance (SMG) that is similar to the one used by (11), and also between invariability (Is) and the number of secondary206

extinctions (< CE >) (ρ =0.57), and between the number of secondary extinctions (< CE >) and sensitivity measured as207

(SMG) (ρ =0.31). We also find a correlation between invariability (Is) and sensitivity to small press perturbations – i.e.208

without extinctions – (S) in small communities (ρ =0.54) in agreement with (10).209

210

It is worth noting that in light of these results, some communities will be able to respond better than others to any of the211

tested disturbances. Conversely, some communities will be globally weaker than others to all tested perturbations. For example,212

less ‘resilient’ communities (low Rinf ), where some of the rare species are closer to extinction, will also be able to accommodate213

a smaller amount of stress before a major shift happens in the form of the loss of one or more species in the community (i.e214

they have a smaller ‘tolerances to mortality increase’ (lower TMG, TML
min, and < TML >). Also they tend to show a higher215

number of ‘cascading extinctions’ (< CE >) and a smaller ‘tolerance to random extinctions’ (< TE >), meaning that the216

community will collapse after a few species are lost. This, however, can also work in the opposite way: communities that217

already have difficulties withstanding a given stress according to a given stability metric, will probably be more vulnerable to218

other stresses as well.219
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(iv) Violin plot of pairwise correlation between metrics.

Fig. S4. i, ii and iii: Signed stability network, here shown as a correlation matrix heat-map, for communities with different species richness. The rows and columns of the matrix
are the different metrics considered in the study, and each matrix element is the signed correlation between that pair of metrics. This value is represented by a color code
(included in the legend) as follows: the sign of the correlation is shown in different colors: Positive correlations are showed in red while negative correlations are showed in blue;
the intensity of the color is proportional to the intensity of the correlation. As we can see, in all cases most metrics share a positive correlation (or are independent). iv: Violin
plot of all the pairwise correlations among metrics as a function of community size. The first size category contains pairwise correlations in communities with richness between
0 and 10 species, the second between 10 and 20 species, the third between 20 and 30 and so on. As size increases most of the pairwise correlations become positive, but
some anti-correlated metrics remain (although it is a weak relationship). The two stronger negative correlations are between R0 and tmax (-0.4) and between < RE > and
< SE > (-0.2). The percentages in the upper/lower part of the graphic indicate the proportion of positive/negative correlations in small, medium sized and large communities.
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0.05 (0.1) 0.1 (0.07) 0.1 (0.06) 0.23 (0.2) 0.29 (0.21) 0.18 (0.19) 0.32 (0.16) 0.53 (0.07) 0.36 (0.11) 0.46 (0.12) 0.35 (0.12) 0.62 (0.15) 0.86 (0.04) 0.0 (0.0) 0.44 (0.15) 0.54 (0.09) 0.4 (0.13) 0.01 (0.17) 0.22 (0.11) 0.2 (0.13) 0.45 (0.12) 0.2 (0.1) 0.31 (0.07) 0.2 (0.12) 0.11 (0.1) 0.15 (0.11) 0.43 (0.11)

0.03 (0.1) 0.08 (0.08) 0.07 (0.08) 0.09 (0.33) 0.34 (0.1) 0.3 (0.12) 0.31 (0.13) 0.35 (0.14) 0.27 (0.19) 0.29 (0.16) 0.2 (0.22) 0.33 (0.1) 0.47 (0.14) 0.44 (0.15) 0.0 (0.0) 0.65 (0.11) 0.48 (0.19) 0.06 (0.17) 0.15 (0.11) 0.14 (0.15) 0.32 (0.11) 0.14 (0.11) 0.07 (0.15) 0.1 (0.13) 0.07 (0.12) 0.05 (0.07) 0.16 (0.12)

0.03 (0.09) 0.14 (0.1) 0.13 (0.1) 0.46 (0.25) 0.6 (0.11) 0.53 (0.12) 0.41 (0.12) 0.59 (0.11) 0.51 (0.15) 0.57 (0.12) 0.49 (0.18) 0.44 (0.11) 0.62 (0.1) 0.54 (0.09) 0.65 (0.11) 0.0 (0.0) 0.75 (0.1) 0.03 (0.18) 0.04 (0.1) 0.03 (0.12) 0.37 (0.1) 0.19 (0.09) 0.08 (0.14) 0.27 (0.11) 0.07 (0.09) 0.23 (0.07) 0.24 (0.13)

0.13 (0.12) 0.19 (0.1) 0.2 (0.11) 0.71 (0.07) 0.35 (0.12) 0.33 (0.13) 0.29 (0.09) 0.57 (0.06) 0.49 (0.08) 0.52 (0.06) 0.52 (0.12) 0.29 (0.08) 0.56 (0.12) 0.4 (0.13) 0.48 (0.19) 0.75 (0.1) 0.0 (0.0) 0.0 (0.14) 0.02 (0.14) 0.02 (0.11) 0.37 (0.1) 0.27 (0.09) 0.16 (0.13) 0.37 (0.09) 0.27 (0.11) 0.36 (0.04) 0.3 (0.1)

0.16 (0.07) 0.07 (0.1) 0.07 (0.1) 0.25 (0.11) 0.34 (0.14) 0.34 (0.14) 0.08 (0.12) 0.04 (0.12) 0.08 (0.12) 0.04 (0.13) 0.05 (0.16) 0.25 (0.13) 0.04 (0.19) 0.01 (0.17) 0.06 (0.17) 0.03 (0.18) 0.0 (0.14) 0.0 (0.0) 0.58 (0.09) 0.38 (0.2) 0.37 (0.1) 0.07 (0.2) 0.02 (0.27) 0.1 (0.23) 0.08 (0.12) 0.07 (0.1) 0.07 (0.11)

0.01 (0.09) 0.06 (0.13) 0.08 (0.13) 0.25 (0.09) 0.24 (0.15) 0.18 (0.13) 0.13 (0.15) 0.1 (0.2) 0.14 (0.16) 0.06 (0.14) 0.08 (0.15) 0.25 (0.12) 0.04 (0.12) 0.22 (0.11) 0.15 (0.11) 0.04 (0.1) 0.02 (0.14) 0.58 (0.09) 0.0 (0.0) 0.83 (0.11) 0.54 (0.09) 0.27 (0.12) 0.36 (0.17) 0.03 (0.22) 0.08 (0.14) 0.14 (0.09) 0.23 (0.07)

0.09 (0.15) 0.09 (0.14) 0.1 (0.13) 0.15 (0.17) 0.14 (0.11) 0.07 (0.09) 0.09 (0.17) 0.08 (0.21) 0.12 (0.18) 0.06 (0.15) 0.08 (0.14) 0.21 (0.12) 0.05 (0.14) 0.2 (0.13) 0.14 (0.15) 0.03 (0.12) 0.02 (0.11) 0.38 (0.2) 0.83 (0.11) 0.0 (0.0) 0.39 (0.2) 0.12 (0.18) 0.19 (0.15) 0.04 (0.13) 0.03 (0.1) 0.19 (0.11) 0.13 (0.18)

0.22 (0.12) 0.1 (0.09) 0.08 (0.1) 0.13 (0.07) 0.4 (0.11) 0.37 (0.13) 0.08 (0.15) 0.33 (0.11) 0.23 (0.12) 0.29 (0.11) 0.26 (0.13) 0.37 (0.13) 0.43 (0.1) 0.45 (0.12) 0.32 (0.11) 0.37 (0.1) 0.37 (0.1) 0.37 (0.1) 0.54 (0.09) 0.39 (0.2) 0.0 (0.0) 0.66 (0.08) 0.53 (0.18) 0.43 (0.18) 0.32 (0.18) 0.4 (0.1) 0.67 (0.06)

0.26 (0.1) 0.1 (0.07) 0.09 (0.06) 0.17 (0.09) 0.23 (0.13) 0.28 (0.14) 0.08 (0.12) 0.18 (0.08) 0.23 (0.12) 0.25 (0.08) 0.22 (0.1) 0.07 (0.15) 0.23 (0.09) 0.2 (0.1) 0.14 (0.11) 0.19 (0.09) 0.27 (0.09) 0.07 (0.2) 0.27 (0.12) 0.12 (0.18) 0.66 (0.08) 0.0 (0.0) 0.74 (0.09) 0.6 (0.1) 0.46 (0.15) 0.58 (0.07) 0.63 (0.06)

0.1 (0.11) 0.01 (0.06) 0.02 (0.05) 0.1 (0.1) 0.13 (0.16) 0.1 (0.21) 0.18 (0.15) 0.03 (0.09) 0.08 (0.14) 0.14 (0.13) 0.17 (0.14) 0.12 (0.12) 0.22 (0.09) 0.31 (0.07) 0.07 (0.15) 0.08 (0.14) 0.16 (0.13) 0.02 (0.27) 0.36 (0.17) 0.19 (0.15) 0.53 (0.18) 0.74 (0.09) 0.0 (0.0) 0.53 (0.12) 0.34 (0.21) 0.23 (0.12) 0.51 (0.1)

0.24 (0.14) 0.1 (0.09) 0.1 (0.09) 0.31 (0.13) 0.32 (0.22) 0.32 (0.23) 0.15 (0.08) 0.43 (0.08) 0.42 (0.07) 0.42 (0.08) 0.44 (0.07) 0.17 (0.13) 0.28 (0.12) 0.2 (0.12) 0.1 (0.13) 0.27 (0.11) 0.37 (0.09) 0.1 (0.23) 0.03 (0.22) 0.04 (0.13) 0.43 (0.18) 0.6 (0.1) 0.53 (0.12) 0.0 (0.0) 0.39 (0.13) 0.5 (0.08) 0.4 (0.13)

0.31 (0.11) 0.11 (0.11) 0.12 (0.11) 0.27 (0.13) 0.04 (0.14) 0.05 (0.15) 0.01 (0.14) 0.18 (0.07) 0.13 (0.08) 0.16 (0.05) 0.19 (0.07) 0.06 (0.11) 0.17 (0.1) 0.11 (0.1) 0.07 (0.12) 0.07 (0.09) 0.27 (0.11) 0.08 (0.12) 0.08 (0.14) 0.03 (0.1) 0.32 (0.18) 0.46 (0.15) 0.34 (0.21) 0.39 (0.13) 0.0 (0.0) 0.52 (0.1) 0.48 (0.13)

0.35 (0.14) 0.18 (0.14) 0.18 (0.13) 0.34 (0.06) 0.13 (0.09) 0.18 (0.08) 0.13 (0.09) 0.43 (0.07) 0.34 (0.08) 0.33 (0.08) 0.31 (0.1) 0.11 (0.17) 0.38 (0.13) 0.15 (0.11) 0.05 (0.07) 0.23 (0.07) 0.36 (0.04) 0.07 (0.1) 0.14 (0.09) 0.19 (0.11) 0.4 (0.1) 0.58 (0.07) 0.23 (0.12) 0.5 (0.08) 0.52 (0.1) 0.0 (0.0) 0.7 (0.09)

0.23 (0.15) 0.1 (0.08) 0.09 (0.07) 0.19 (0.1) 0.16 (0.09) 0.12 (0.08) 0.0 (0.13) 0.27 (0.09) 0.18 (0.13) 0.25 (0.1) 0.23 (0.09) 0.28 (0.17) 0.49 (0.1) 0.43 (0.11) 0.16 (0.12) 0.24 (0.13) 0.3 (0.1) 0.07 (0.11) 0.23 (0.07) 0.13 (0.18) 0.67 (0.06) 0.63 (0.06) 0.51 (0.1) 0.4 (0.13) 0.48 (0.13) 0.7 (0.09) 0.0 (0.0)

(i) Small communities (5 to 15 species)
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0.0 (0.0) 0.6 (0.05) 0.58 (0.04) 0.12 (0.12) 0.13 (0.12) 0.16 (0.11) 0.06 (0.12) 0.27 (0.18) 0.16 (0.13) 0.07 (0.13) 0.1 (0.14) 0.08 (0.15) 0.14 (0.15) 0.12 (0.15) 0.01 (0.1) 0.12 (0.11) 0.09 (0.08) 0.05 (0.09) 0.11 (0.07) 0.06 (0.09) 0.04 (0.11) 0.08 (0.1) 0.04 (0.11) 0.03 (0.11) 0.13 (0.11) 0.07 (0.09) 0.11 (0.12)

0.6 (0.05) 0.0 (0.0) 0.98 (0.01) 0.1 (0.13) 0.13 (0.12) 0.15 (0.12) 0.1 (0.08) 0.19 (0.1) 0.12 (0.12) 0.06 (0.1) 0.08 (0.11) 0.06 (0.12) 0.12 (0.12) 0.1 (0.12) 0.0 (0.09) 0.19 (0.1) 0.11 (0.08) 0.0 (0.11) 0.08 (0.09) 0.06 (0.12) 0.02 (0.1) 0.04 (0.1) 0.01 (0.12) 0.01 (0.11) 0.11 (0.11) 0.06 (0.12) 0.1 (0.13)

0.58 (0.04) 0.98 (0.01) 0.0 (0.0) 0.09 (0.13) 0.13 (0.13) 0.15 (0.12) 0.11 (0.09) 0.21 (0.1) 0.12 (0.12) 0.07 (0.11) 0.09 (0.11) 0.06 (0.12) 0.13 (0.12) 0.11 (0.12) 0.02 (0.08) 0.19 (0.11) 0.09 (0.08) 0.0 (0.11) 0.08 (0.09) 0.05 (0.13) 0.01 (0.11) 0.04 (0.1) 0.0 (0.11) 0.0 (0.11) 0.1 (0.11) 0.05 (0.13) 0.1 (0.13)

0.12 (0.12) 0.1 (0.13) 0.09 (0.13) 0.0 (0.0) 0.75 (0.05) 0.54 (0.09) 0.17 (0.1) 0.23 (0.07) 0.31 (0.11) 0.21 (0.1) 0.27 (0.08) 0.27 (0.1) 0.3 (0.1) 0.34 (0.1) 0.01 (0.1) 0.16 (0.11) 0.15 (0.09) 0.19 (0.13) 0.23 (0.12) 0.32 (0.1) 0.62 (0.1) 0.2 (0.1) 0.06 (0.12) 0.08 (0.1) 0.27 (0.09) 0.17 (0.1) 0.06 (0.1)

0.13 (0.12) 0.13 (0.12) 0.13 (0.13) 0.75 (0.05) 0.0 (0.0) 0.67 (0.07) 0.52 (0.08) 0.47 (0.1) 0.65 (0.1) 0.61 (0.08) 0.63 (0.06) 0.66 (0.07) 0.65 (0.09) 0.71 (0.07) 0.14 (0.1) 0.26 (0.1) 0.08 (0.1) 0.13 (0.11) 0.22 (0.07) 0.27 (0.1) 0.43 (0.13) 0.25 (0.1) 0.08 (0.12) 0.11 (0.11) 0.32 (0.1) 0.25 (0.11) 0.15 (0.11)

0.16 (0.11) 0.15 (0.12) 0.15 (0.12) 0.54 (0.09) 0.67 (0.07) 0.0 (0.0) 0.39 (0.08) 0.48 (0.07) 0.65 (0.06) 0.5 (0.11) 0.52 (0.09) 0.48 (0.11) 0.66 (0.05) 0.62 (0.06) 0.11 (0.08) 0.36 (0.08) 0.11 (0.07) 0.08 (0.11) 0.22 (0.07) 0.23 (0.1) 0.28 (0.11) 0.27 (0.08) 0.15 (0.15) 0.18 (0.13) 0.46 (0.09) 0.32 (0.08) 0.32 (0.06)

0.06 (0.12) 0.1 (0.08) 0.11 (0.09) 0.17 (0.1) 0.52 (0.08) 0.39 (0.08) 0.0 (0.0) 0.49 (0.07) 0.52 (0.07) 0.56 (0.06) 0.55 (0.04) 0.59 (0.04) 0.66 (0.05) 0.7 (0.05) 0.34 (0.12) 0.43 (0.07) 0.03 (0.11) 0.01 (0.12) 0.12 (0.1) 0.11 (0.08) 0.04 (0.14) 0.26 (0.07) 0.07 (0.1) 0.08 (0.08) 0.2 (0.08) 0.26 (0.05) 0.22 (0.07)

0.27 (0.18) 0.19 (0.1) 0.21 (0.1) 0.23 (0.07) 0.47 (0.1) 0.48 (0.07) 0.49 (0.07) 0.0 (0.0) 0.57 (0.08) 0.56 (0.08) 0.67 (0.04) 0.59 (0.07) 0.69 (0.06) 0.67 (0.07) 0.22 (0.07) 0.21 (0.05) 0.07 (0.08) 0.02 (0.09) 0.09 (0.1) 0.06 (0.08) 0.04 (0.09) 0.29 (0.08) 0.06 (0.1) 0.09 (0.1) 0.27 (0.09) 0.27 (0.11) 0.31 (0.06)

0.16 (0.13) 0.12 (0.12) 0.12 (0.12) 0.31 (0.11) 0.65 (0.1) 0.65 (0.06) 0.52 (0.07) 0.57 (0.08) 0.0 (0.0) 0.74 (0.07) 0.7 (0.07) 0.7 (0.08) 0.86 (0.04) 0.77 (0.06) 0.13 (0.13) 0.32 (0.07) 0.11 (0.11) 0.08 (0.09) 0.18 (0.09) 0.2 (0.1) 0.09 (0.12) 0.36 (0.07) 0.34 (0.12) 0.35 (0.08) 0.64 (0.08) 0.44 (0.08) 0.59 (0.05)

0.07 (0.13) 0.06 (0.1) 0.07 (0.11) 0.21 (0.1) 0.61 (0.08) 0.5 (0.11) 0.56 (0.06) 0.56 (0.08) 0.74 (0.07) 0.0 (0.0) 0.84 (0.05) 0.87 (0.05) 0.78 (0.07) 0.79 (0.06) 0.18 (0.1) 0.19 (0.07) 0.04 (0.09) 0.02 (0.11) 0.06 (0.08) 0.02 (0.1) 0.04 (0.12) 0.18 (0.09) 0.09 (0.1) 0.11 (0.1) 0.28 (0.11) 0.19 (0.1) 0.25 (0.1)

0.1 (0.14) 0.08 (0.11) 0.09 (0.11) 0.27 (0.08) 0.63 (0.06) 0.52 (0.09) 0.55 (0.04) 0.67 (0.04) 0.7 (0.07) 0.84 (0.05) 0.0 (0.0) 0.9 (0.03) 0.8 (0.04) 0.84 (0.03) 0.16 (0.11) 0.18 (0.09) 0.03 (0.09) 0.03 (0.1) 0.11 (0.08) 0.04 (0.08) 0.03 (0.13) 0.27 (0.09) 0.07 (0.11) 0.09 (0.09) 0.27 (0.11) 0.27 (0.09) 0.27 (0.1)

0.08 (0.15) 0.06 (0.12) 0.06 (0.12) 0.27 (0.1) 0.66 (0.07) 0.48 (0.11) 0.59 (0.04) 0.59 (0.07) 0.7 (0.08) 0.87 (0.05) 0.9 (0.03) 0.0 (0.0) 0.77 (0.05) 0.83 (0.03) 0.15 (0.11) 0.15 (0.09) 0.02 (0.11) 0.01 (0.12) 0.13 (0.08) 0.04 (0.06) 0.04 (0.14) 0.27 (0.09) 0.05 (0.1) 0.07 (0.08) 0.23 (0.11) 0.25 (0.08) 0.22 (0.11)

0.14 (0.15) 0.12 (0.12) 0.13 (0.12) 0.3 (0.1) 0.65 (0.09) 0.66 (0.05) 0.66 (0.05) 0.69 (0.06) 0.86 (0.04) 0.78 (0.07) 0.8 (0.04) 0.77 (0.05) 0.0 (0.0) 0.93 (0.02) 0.24 (0.11) 0.32 (0.07) 0.0 (0.1) 0.06 (0.1) 0.18 (0.08) 0.12 (0.09) 0.05 (0.13) 0.39 (0.08) 0.18 (0.12) 0.22 (0.1) 0.46 (0.1) 0.4 (0.09) 0.51 (0.06)

0.12 (0.15) 0.1 (0.12) 0.11 (0.12) 0.34 (0.1) 0.71 (0.07) 0.62 (0.06) 0.7 (0.05) 0.67 (0.07) 0.77 (0.06) 0.79 (0.06) 0.84 (0.03) 0.83 (0.03) 0.93 (0.02) 0.0 (0.0) 0.24 (0.12) 0.26 (0.06) 0.04 (0.11) 0.01 (0.1) 0.19 (0.07) 0.09 (0.08) 0.08 (0.15) 0.36 (0.09) 0.13 (0.12) 0.16 (0.11) 0.32 (0.11) 0.34 (0.09) 0.33 (0.09)

0.01 (0.1) 0.0 (0.09) 0.02 (0.08) 0.01 (0.1) 0.14 (0.1) 0.11 (0.08) 0.34 (0.12) 0.22 (0.07) 0.13 (0.13) 0.18 (0.1) 0.16 (0.11) 0.15 (0.11) 0.24 (0.11) 0.24 (0.12) 0.0 (0.0) 0.12 (0.13) 0.4 (0.07) 0.08 (0.11) 0.01 (0.1) 0.03 (0.1) 0.01 (0.12) 0.17 (0.15) 0.05 (0.09) 0.03 (0.11) 0.07 (0.1) 0.14 (0.1) 0.02 (0.11)

0.12 (0.11) 0.19 (0.1) 0.19 (0.11) 0.16 (0.11) 0.26 (0.1) 0.36 (0.08) 0.43 (0.07) 0.21 (0.05) 0.32 (0.07) 0.19 (0.07) 0.18 (0.09) 0.15 (0.09) 0.32 (0.07) 0.26 (0.06) 0.12 (0.13) 0.0 (0.0) 0.41 (0.06) 0.05 (0.1) 0.15 (0.13) 0.25 (0.06) 0.09 (0.11) 0.14 (0.05) 0.19 (0.11) 0.2 (0.1) 0.36 (0.06) 0.29 (0.08) 0.29 (0.06)

0.09 (0.08) 0.11 (0.08) 0.09 (0.08) 0.15 (0.09) 0.08 (0.1) 0.11 (0.07) 0.03 (0.11) 0.07 (0.08) 0.11 (0.11) 0.04 (0.09) 0.03 (0.09) 0.02 (0.11) 0.0 (0.1) 0.04 (0.11) 0.4 (0.07) 0.41 (0.06) 0.0 (0.0) 0.05 (0.1) 0.07 (0.06) 0.14 (0.09) 0.08 (0.06) 0.04 (0.13) 0.15 (0.06) 0.15 (0.08) 0.3 (0.05) 0.06 (0.1) 0.18 (0.09)

0.05 (0.09) 0.0 (0.11) 0.0 (0.11) 0.19 (0.13) 0.13 (0.11) 0.08 (0.11) 0.01 (0.12) 0.02 (0.09) 0.08 (0.09) 0.02 (0.11) 0.03 (0.1) 0.01 (0.12) 0.06 (0.1) 0.01 (0.1) 0.08 (0.11) 0.05 (0.1) 0.05 (0.1) 0.0 (0.0) 0.07 (0.12) 0.0 (0.11) 0.19 (0.12) 0.04 (0.11) 0.03 (0.1) 0.08 (0.1) 0.08 (0.12) 0.15 (0.08) 0.22 (0.11)

0.11 (0.07) 0.08 (0.09) 0.08 (0.09) 0.23 (0.12) 0.22 (0.07) 0.22 (0.07) 0.12 (0.1) 0.09 (0.1) 0.18 (0.09) 0.06 (0.08) 0.11 (0.08) 0.13 (0.08) 0.18 (0.08) 0.19 (0.07) 0.01 (0.1) 0.15 (0.13) 0.07 (0.06) 0.07 (0.12) 0.0 (0.0) 0.5 (0.09) 0.43 (0.07) 0.5 (0.09) 0.23 (0.13) 0.17 (0.13) 0.29 (0.1) 0.42 (0.11) 0.3 (0.14)

0.06 (0.09) 0.06 (0.12) 0.05 (0.13) 0.32 (0.1) 0.27 (0.1) 0.23 (0.1) 0.11 (0.08) 0.06 (0.08) 0.2 (0.1) 0.02 (0.1) 0.04 (0.08) 0.04 (0.06) 0.12 (0.09) 0.09 (0.08) 0.03 (0.1) 0.25 (0.06) 0.14 (0.09) 0.0 (0.11) 0.5 (0.09) 0.0 (0.0) 0.66 (0.07) 0.52 (0.08) 0.43 (0.08) 0.35 (0.08) 0.47 (0.08) 0.63 (0.07) 0.54 (0.06)

0.04 (0.11) 0.02 (0.1) 0.01 (0.11) 0.62 (0.1) 0.43 (0.13) 0.28 (0.11) 0.04 (0.14) 0.04 (0.09) 0.09 (0.12) 0.04 (0.12) 0.03 (0.13) 0.04 (0.14) 0.05 (0.13) 0.08 (0.15) 0.01 (0.12) 0.09 (0.11) 0.08 (0.06) 0.19 (0.12) 0.43 (0.07) 0.66 (0.07) 0.0 (0.0) 0.33 (0.09) 0.16 (0.09) 0.12 (0.07) 0.26 (0.08) 0.32 (0.09) 0.1 (0.07)

0.08 (0.1) 0.04 (0.1) 0.04 (0.1) 0.2 (0.1) 0.25 (0.1) 0.27 (0.08) 0.26 (0.07) 0.29 (0.08) 0.36 (0.07) 0.18 (0.09) 0.27 (0.09) 0.27 (0.09) 0.39 (0.08) 0.36 (0.09) 0.17 (0.15) 0.14 (0.05) 0.04 (0.13) 0.04 (0.11) 0.5 (0.09) 0.52 (0.08) 0.33 (0.09) 0.0 (0.0) 0.32 (0.09) 0.29 (0.09) 0.36 (0.08) 0.61 (0.05) 0.57 (0.03)

0.04 (0.11) 0.01 (0.12) 0.0 (0.11) 0.06 (0.12) 0.08 (0.12) 0.15 (0.15) 0.07 (0.1) 0.06 (0.1) 0.34 (0.12) 0.09 (0.1) 0.07 (0.11) 0.05 (0.1) 0.18 (0.12) 0.13 (0.12) 0.05 (0.09) 0.19 (0.11) 0.15 (0.06) 0.03 (0.1) 0.23 (0.13) 0.43 (0.08) 0.16 (0.09) 0.32 (0.09) 0.0 (0.0) 0.9 (0.03) 0.51 (0.11) 0.55 (0.07) 0.52 (0.04)

0.03 (0.11) 0.01 (0.11) 0.0 (0.11) 0.08 (0.1) 0.11 (0.11) 0.18 (0.13) 0.08 (0.08) 0.09 (0.1) 0.35 (0.08) 0.11 (0.1) 0.09 (0.09) 0.07 (0.08) 0.22 (0.1) 0.16 (0.11) 0.03 (0.11) 0.2 (0.1) 0.15 (0.08) 0.08 (0.1) 0.17 (0.13) 0.35 (0.08) 0.12 (0.07) 0.29 (0.09) 0.9 (0.03) 0.0 (0.0) 0.48 (0.11) 0.49 (0.07) 0.49 (0.04)

0.13 (0.11) 0.11 (0.11) 0.1 (0.11) 0.27 (0.09) 0.32 (0.1) 0.46 (0.09) 0.2 (0.08) 0.27 (0.09) 0.64 (0.08) 0.28 (0.11) 0.27 (0.11) 0.23 (0.11) 0.46 (0.1) 0.32 (0.11) 0.07 (0.1) 0.36 (0.06) 0.3 (0.05) 0.08 (0.12) 0.29 (0.1) 0.47 (0.08) 0.26 (0.08) 0.36 (0.08) 0.51 (0.11) 0.48 (0.11) 0.0 (0.0) 0.54 (0.1) 0.69 (0.07)

0.07 (0.09) 0.06 (0.12) 0.05 (0.13) 0.17 (0.1) 0.25 (0.11) 0.32 (0.08) 0.26 (0.05) 0.27 (0.11) 0.44 (0.08) 0.19 (0.1) 0.27 (0.09) 0.25 (0.08) 0.4 (0.09) 0.34 (0.09) 0.14 (0.1) 0.29 (0.08) 0.06 (0.1) 0.15 (0.08) 0.42 (0.11) 0.63 (0.07) 0.32 (0.09) 0.61 (0.05) 0.55 (0.07) 0.49 (0.07) 0.54 (0.1) 0.0 (0.0) 0.67 (0.05)

0.11 (0.12) 0.1 (0.13) 0.1 (0.13) 0.06 (0.1) 0.15 (0.11) 0.32 (0.06) 0.22 (0.07) 0.31 (0.06) 0.59 (0.05) 0.25 (0.1) 0.27 (0.1) 0.22 (0.11) 0.51 (0.06) 0.33 (0.09) 0.02 (0.11) 0.29 (0.06) 0.18 (0.09) 0.22 (0.11) 0.3 (0.14) 0.54 (0.06) 0.1 (0.07) 0.57 (0.03) 0.52 (0.04) 0.49 (0.04) 0.69 (0.07) 0.67 (0.05) 0.0 (0.0)

(ii) Medium communities (45 to 55 species)
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0.0 (0.0) 0.53 (0.1) 0.54 (0.1) 0.06 (0.09) 0.09 (0.07) 0.08 (0.09) 0.11 (0.07) 0.15 (0.09) 0.02 (0.09) 0.2 (0.12) 0.13 (0.09) 0.11 (0.09) 0.07 (0.08) 0.08 (0.08) 0.07 (0.06) 0.04 (0.07) 0.04 (0.08) 0.02 (0.08) 0.14 (0.08) 0.09 (0.06) 0.07 (0.07) 0.05 (0.08) 0.0 (0.1) 0.01 (0.1) 0.06 (0.07) 0.01 (0.09) 0.08 (0.12)

0.53 (0.1) 0.0 (0.0) 0.99 (0.01) 0.06 (0.1) 0.1 (0.11) 0.13 (0.08) 0.06 (0.06) 0.08 (0.11) 0.07 (0.08) 0.13 (0.13) 0.08 (0.06) 0.06 (0.1) 0.05 (0.11) 0.07 (0.09) 0.03 (0.08) 0.03 (0.09) 0.03 (0.09) 0.0 (0.1) 0.1 (0.08) 0.05 (0.06) 0.03 (0.08) 0.04 (0.08) 0.02 (0.08) 0.01 (0.07) 0.01 (0.08) 0.05 (0.06) 0.02 (0.05)

0.54 (0.1) 0.99 (0.01) 0.0 (0.0) 0.05 (0.1) 0.1 (0.11) 0.12 (0.09) 0.06 (0.06) 0.07 (0.12) 0.06 (0.08) 0.12 (0.13) 0.08 (0.07) 0.06 (0.11) 0.05 (0.11) 0.07 (0.1) 0.04 (0.09) 0.03 (0.1) 0.03 (0.1) 0.0 (0.09) 0.1 (0.08) 0.05 (0.07) 0.03 (0.08) 0.04 (0.09) 0.02 (0.07) 0.01 (0.07) 0.01 (0.08) 0.05 (0.07) 0.02 (0.05)

0.06 (0.09) 0.06 (0.1) 0.05 (0.1) 0.0 (0.0) 0.4 (0.08) 0.06 (0.07) 0.0 (0.13) 0.13 (0.1) 0.24 (0.11) 0.17 (0.16) 0.09 (0.12) 0.21 (0.13) 0.2 (0.14) 0.1 (0.15) 0.12 (0.11) 0.1 (0.12) 0.1 (0.11) 0.1 (0.09) 0.08 (0.07) 0.04 (0.1) 0.06 (0.08) 0.01 (0.08) 0.1 (0.09) 0.12 (0.08) 0.06 (0.09) 0.15 (0.09) 0.04 (0.12)

0.09 (0.07) 0.1 (0.11) 0.1 (0.11) 0.4 (0.08) 0.0 (0.0) 0.3 (0.09) 0.19 (0.08) 0.08 (0.09) 0.02 (0.06) 0.01 (0.08) 0.13 (0.09) 0.05 (0.09) 0.0 (0.08) 0.1 (0.08) 0.02 (0.06) 0.0 (0.07) 0.02 (0.07) 0.11 (0.07) 0.3 (0.08) 0.16 (0.1) 0.06 (0.13) 0.12 (0.08) 0.09 (0.13) 0.06 (0.13) 0.05 (0.06) 0.02 (0.09) 0.03 (0.11)

0.08 (0.09) 0.13 (0.08) 0.12 (0.09) 0.06 (0.07) 0.3 (0.09) 0.0 (0.0) 0.23 (0.09) 0.3 (0.07) 0.34 (0.1) 0.18 (0.09) 0.28 (0.09) 0.31 (0.09) 0.25 (0.1) 0.27 (0.08) 0.15 (0.09) 0.12 (0.09) 0.12 (0.1) 0.01 (0.12) 0.38 (0.09) 0.23 (0.11) 0.26 (0.13) 0.22 (0.1) 0.11 (0.13) 0.08 (0.13) 0.13 (0.07) 0.09 (0.1) 0.17 (0.09)

0.11 (0.07) 0.06 (0.06) 0.06 (0.06) 0.0 (0.13) 0.19 (0.08) 0.23 (0.09) 0.0 (0.0) 0.53 (0.07) 0.25 (0.07) 0.36 (0.1) 0.4 (0.12) 0.44 (0.11) 0.45 (0.1) 0.71 (0.06) 0.37 (0.14) 0.35 (0.13) 0.34 (0.14) 0.04 (0.09) 0.24 (0.12) 0.12 (0.11) 0.2 (0.07) 0.23 (0.09) 0.02 (0.1) 0.01 (0.06) 0.5 (0.11) 0.2 (0.1) 0.18 (0.12)

0.15 (0.09) 0.08 (0.11) 0.07 (0.12) 0.13 (0.1) 0.08 (0.09) 0.3 (0.07) 0.53 (0.07) 0.0 (0.0) 0.37 (0.07) 0.48 (0.07) 0.63 (0.05) 0.72 (0.05) 0.66 (0.07) 0.62 (0.07) 0.48 (0.11) 0.42 (0.11) 0.45 (0.1) 0.11 (0.1) 0.47 (0.06) 0.36 (0.05) 0.36 (0.04) 0.21 (0.07) 0.13 (0.06) 0.08 (0.07) 0.27 (0.09) 0.24 (0.06) 0.17 (0.12)

0.02 (0.09) 0.07 (0.08) 0.06 (0.08) 0.24 (0.11) 0.02 (0.06) 0.34 (0.1) 0.25 (0.07) 0.37 (0.07) 0.0 (0.0) 0.44 (0.09) 0.54 (0.06) 0.65 (0.06) 0.69 (0.05) 0.58 (0.06) 0.56 (0.07) 0.54 (0.06) 0.53 (0.06) 0.07 (0.11) 0.19 (0.09) 0.21 (0.12) 0.2 (0.08) 0.09 (0.11) 0.04 (0.11) 0.0 (0.09) 0.09 (0.13) 0.22 (0.09) 0.16 (0.1)

0.2 (0.12) 0.13 (0.13) 0.12 (0.13) 0.17 (0.16) 0.01 (0.08) 0.18 (0.09) 0.36 (0.1) 0.48 (0.07) 0.44 (0.09) 0.0 (0.0) 0.56 (0.07) 0.64 (0.06) 0.65 (0.06) 0.56 (0.07) 0.6 (0.09) 0.56 (0.1) 0.54 (0.09) 0.11 (0.09) 0.24 (0.06) 0.27 (0.06) 0.24 (0.06) 0.1 (0.09) 0.04 (0.09) 0.01 (0.08) 0.12 (0.16) 0.23 (0.09) 0.13 (0.09)

0.13 (0.09) 0.08 (0.06) 0.08 (0.07) 0.09 (0.12) 0.13 (0.09) 0.28 (0.09) 0.4 (0.12) 0.63 (0.05) 0.54 (0.06) 0.56 (0.07) 0.0 (0.0) 0.84 (0.03) 0.8 (0.04) 0.77 (0.05) 0.74 (0.05) 0.74 (0.06) 0.77 (0.05) 0.0 (0.07) 0.62 (0.03) 0.55 (0.05) 0.46 (0.04) 0.24 (0.11) 0.28 (0.06) 0.25 (0.06) 0.18 (0.16) 0.32 (0.06) 0.21 (0.08)

0.11 (0.09) 0.06 (0.1) 0.06 (0.11) 0.21 (0.13) 0.05 (0.09) 0.31 (0.09) 0.44 (0.11) 0.72 (0.05) 0.65 (0.06) 0.64 (0.06) 0.84 (0.03) 0.0 (0.0) 0.93 (0.01) 0.73 (0.07) 0.75 (0.06) 0.66 (0.08) 0.68 (0.07) 0.07 (0.07) 0.48 (0.06) 0.52 (0.06) 0.42 (0.06) 0.17 (0.09) 0.15 (0.08) 0.1 (0.06) 0.16 (0.14) 0.39 (0.05) 0.2 (0.09)

0.07 (0.08) 0.05 (0.11) 0.05 (0.11) 0.2 (0.14) 0.0 (0.08) 0.25 (0.1) 0.45 (0.1) 0.66 (0.07) 0.69 (0.05) 0.65 (0.06) 0.8 (0.04) 0.93 (0.01) 0.0 (0.0) 0.78 (0.06) 0.8 (0.05) 0.73 (0.06) 0.71 (0.05) 0.08 (0.06) 0.36 (0.05) 0.39 (0.06) 0.35 (0.05) 0.15 (0.09) 0.13 (0.08) 0.08 (0.06) 0.17 (0.14) 0.38 (0.03) 0.23 (0.09)

0.08 (0.08) 0.07 (0.09) 0.07 (0.1) 0.1 (0.15) 0.1 (0.08) 0.27 (0.08) 0.71 (0.06) 0.62 (0.07) 0.58 (0.06) 0.56 (0.07) 0.77 (0.05) 0.73 (0.07) 0.78 (0.06) 0.0 (0.0) 0.73 (0.06) 0.76 (0.04) 0.75 (0.05) 0.05 (0.09) 0.3 (0.05) 0.23 (0.1) 0.25 (0.08) 0.21 (0.1) 0.07 (0.09) 0.04 (0.07) 0.34 (0.11) 0.24 (0.1) 0.22 (0.1)

0.07 (0.06) 0.03 (0.08) 0.04 (0.09) 0.12 (0.11) 0.02 (0.06) 0.15 (0.09) 0.37 (0.14) 0.48 (0.11) 0.56 (0.07) 0.6 (0.09) 0.74 (0.05) 0.75 (0.06) 0.8 (0.05) 0.73 (0.06) 0.0 (0.0) 0.89 (0.04) 0.85 (0.04) 0.04 (0.08) 0.26 (0.08) 0.29 (0.09) 0.26 (0.06) 0.09 (0.1) 0.06 (0.07) 0.04 (0.08) 0.13 (0.16) 0.29 (0.06) 0.17 (0.08)

0.04 (0.07) 0.03 (0.09) 0.03 (0.1) 0.1 (0.12) 0.0 (0.07) 0.12 (0.09) 0.35 (0.13) 0.42 (0.11) 0.54 (0.06) 0.56 (0.1) 0.74 (0.06) 0.66 (0.08) 0.73 (0.06) 0.76 (0.04) 0.89 (0.04) 0.0 (0.0) 0.93 (0.02) 0.01 (0.09) 0.21 (0.09) 0.23 (0.12) 0.22 (0.08) 0.08 (0.12) 0.06 (0.1) 0.03 (0.11) 0.13 (0.16) 0.26 (0.08) 0.15 (0.1)

0.04 (0.08) 0.03 (0.09) 0.03 (0.1) 0.1 (0.11) 0.02 (0.07) 0.12 (0.1) 0.34 (0.14) 0.45 (0.1) 0.53 (0.06) 0.54 (0.09) 0.77 (0.05) 0.68 (0.07) 0.71 (0.05) 0.75 (0.05) 0.85 (0.04) 0.93 (0.02) 0.0 (0.0) 0.01 (0.08) 0.25 (0.09) 0.24 (0.13) 0.19 (0.09) 0.04 (0.11) 0.08 (0.1) 0.05 (0.1) 0.08 (0.15) 0.18 (0.08) 0.09 (0.09)

0.02 (0.08) 0.0 (0.1) 0.0 (0.09) 0.1 (0.09) 0.11 (0.07) 0.01 (0.12) 0.04 (0.09) 0.11 (0.1) 0.07 (0.11) 0.11 (0.09) 0.0 (0.07) 0.07 (0.07) 0.08 (0.06) 0.05 (0.09) 0.04 (0.08) 0.01 (0.09) 0.01 (0.08) 0.0 (0.0) 0.12 (0.09) 0.12 (0.1) 0.1 (0.11) 0.18 (0.07) 0.06 (0.12) 0.22 (0.12) 0.14 (0.08) 0.09 (0.08) 0.12 (0.06)

0.14 (0.08) 0.1 (0.08) 0.1 (0.08) 0.08 (0.07) 0.3 (0.08) 0.38 (0.09) 0.24 (0.12) 0.47 (0.06) 0.19 (0.09) 0.24 (0.06) 0.62 (0.03) 0.48 (0.06) 0.36 (0.05) 0.3 (0.05) 0.26 (0.08) 0.21 (0.09) 0.25 (0.09) 0.12 (0.09) 0.0 (0.0) 0.73 (0.06) 0.63 (0.07) 0.54 (0.09) 0.55 (0.07) 0.56 (0.07) 0.29 (0.07) 0.29 (0.06) 0.31 (0.09)

0.09 (0.06) 0.05 (0.06) 0.05 (0.07) 0.04 (0.1) 0.16 (0.1) 0.23 (0.11) 0.12 (0.11) 0.36 (0.05) 0.21 (0.12) 0.27 (0.06) 0.55 (0.05) 0.52 (0.06) 0.39 (0.06) 0.23 (0.1) 0.29 (0.09) 0.23 (0.12) 0.24 (0.13) 0.12 (0.1) 0.73 (0.06) 0.0 (0.0) 0.76 (0.06) 0.64 (0.09) 0.59 (0.09) 0.58 (0.07) 0.25 (0.09) 0.55 (0.05) 0.34 (0.08)

0.07 (0.07) 0.03 (0.08) 0.03 (0.08) 0.06 (0.08) 0.06 (0.13) 0.26 (0.13) 0.2 (0.07) 0.36 (0.04) 0.2 (0.08) 0.24 (0.06) 0.46 (0.04) 0.42 (0.06) 0.35 (0.05) 0.25 (0.08) 0.26 (0.06) 0.22 (0.08) 0.19 (0.09) 0.1 (0.11) 0.63 (0.07) 0.76 (0.06) 0.0 (0.0) 0.66 (0.06) 0.64 (0.06) 0.67 (0.06) 0.4 (0.07) 0.56 (0.07) 0.43 (0.11)

0.05 (0.08) 0.04 (0.08) 0.04 (0.09) 0.01 (0.08) 0.12 (0.08) 0.22 (0.1) 0.23 (0.09) 0.21 (0.07) 0.09 (0.11) 0.1 (0.09) 0.24 (0.11) 0.17 (0.09) 0.15 (0.09) 0.21 (0.1) 0.09 (0.1) 0.08 (0.12) 0.04 (0.11) 0.18 (0.07) 0.54 (0.09) 0.64 (0.09) 0.66 (0.06) 0.0 (0.0) 0.61 (0.07) 0.66 (0.07) 0.65 (0.05) 0.51 (0.09) 0.54 (0.06)

0.0 (0.1) 0.02 (0.08) 0.02 (0.07) 0.1 (0.09) 0.09 (0.13) 0.11 (0.13) 0.02 (0.1) 0.13 (0.06) 0.04 (0.11) 0.04 (0.09) 0.28 (0.06) 0.15 (0.08) 0.13 (0.08) 0.07 (0.09) 0.06 (0.07) 0.06 (0.1) 0.08 (0.1) 0.06 (0.12) 0.55 (0.07) 0.59 (0.09) 0.64 (0.06) 0.61 (0.07) 0.0 (0.0) 0.9 (0.03) 0.26 (0.1) 0.34 (0.1) 0.33 (0.06)

0.01 (0.1) 0.01 (0.07) 0.01 (0.07) 0.12 (0.08) 0.06 (0.13) 0.08 (0.13) 0.01 (0.06) 0.08 (0.07) 0.0 (0.09) 0.01 (0.08) 0.25 (0.06) 0.1 (0.06) 0.08 (0.06) 0.04 (0.07) 0.04 (0.08) 0.03 (0.11) 0.05 (0.1) 0.22 (0.12) 0.56 (0.07) 0.58 (0.07) 0.67 (0.06) 0.66 (0.07) 0.9 (0.03) 0.0 (0.0) 0.31 (0.08) 0.37 (0.1) 0.36 (0.05)

0.06 (0.07) 0.01 (0.08) 0.01 (0.08) 0.06 (0.09) 0.05 (0.06) 0.13 (0.07) 0.5 (0.11) 0.27 (0.09) 0.09 (0.13) 0.12 (0.16) 0.18 (0.16) 0.16 (0.14) 0.17 (0.14) 0.34 (0.11) 0.13 (0.16) 0.13 (0.16) 0.08 (0.15) 0.14 (0.08) 0.29 (0.07) 0.25 (0.09) 0.4 (0.07) 0.65 (0.05) 0.26 (0.1) 0.31 (0.08) 0.0 (0.0) 0.38 (0.12) 0.44 (0.08)

0.01 (0.09) 0.05 (0.06) 0.05 (0.07) 0.15 (0.09) 0.02 (0.09) 0.09 (0.1) 0.2 (0.1) 0.24 (0.06) 0.22 (0.09) 0.23 (0.09) 0.32 (0.06) 0.39 (0.05) 0.38 (0.03) 0.24 (0.1) 0.29 (0.06) 0.26 (0.08) 0.18 (0.08) 0.09 (0.08) 0.29 (0.06) 0.55 (0.05) 0.56 (0.07) 0.51 (0.09) 0.34 (0.1) 0.37 (0.1) 0.38 (0.12) 0.0 (0.0) 0.51 (0.07)

0.08 (0.12) 0.02 (0.05) 0.02 (0.05) 0.04 (0.12) 0.03 (0.11) 0.17 (0.09) 0.18 (0.12) 0.17 (0.12) 0.16 (0.1) 0.13 (0.09) 0.21 (0.08) 0.2 (0.09) 0.23 (0.09) 0.22 (0.1) 0.17 (0.08) 0.15 (0.1) 0.09 (0.09) 0.12 (0.06) 0.31 (0.09) 0.34 (0.08) 0.43 (0.11) 0.54 (0.06) 0.33 (0.06) 0.36 (0.05) 0.44 (0.08) 0.51 (0.07) 0.0 (0.0)

(iii) Large communities (85 to 95 species)

Fig. S5. Correlation matrix between all stability metrics. Each matrix element represents the average pairwise correlation over all the community sizes, as well as the standard
deviation in brackets.
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6. Analysis of explained variance220

After finding the three different stability groups that can be identified with different stability components (or ‘dimensions’) one221

question that naturally arises is if is possible to simplify the assessment of stability by choosing only one metric from each222

group, and if so, how much of the original total variability would be retained.223

224

A first important point to mention is that we measure a number of stability metrics on ecological networks, but we don’t have225

an independent measure of ‘total stability’. There is indeed no way of measuring the overall stability of a system outside the226

information provided by all the different stability metrics. We therefore estimate total stability as the combination of (or227

information provided by) all the metrics measured. Because of the high correlations between our metrics, we focus on the228

variance-covariance matrix rather than performing a PCA (which is nonetheless related). The underlying idea is that this229

matrix quantifies the overall variability of all metrics taken together. Indeed, if there is no correlation among metrics, each of230

them contains different information and a metric’s contribution to the overall variance of ‘total stability’ can be estimated231

by the proportion of that metric’s variance, i.e. the variance of that metric divided by total variance (which is the sum of232

the variances of all metrics). However, when metrics are correlated, they contain partially redundant information. In this233

case, using a single metric ‘explains’ more of the overall variance than the variance of the metric itself because it also provides234

information on the other metrics it is correlated with. Note that in this analysis we use the term ‘explain’ in a loose sense,235

because it has no real explanatory value as we don’t have an independent measure of total stability. It rather quantifies the236

contribution of a metric to the variability of the total stability. To estimate the proportion of the original variance that is237

explained by a single metric taking into account its covariance with other metrics, we use the following expression (13):238

EVi =
∑

m
C2
im/Cii

Tr(Ĉ)
[1]239

240

where EVi is the proportion of explained variance of a given metric i, Ĉ is the covariance matrix of all the stability metrics,241

Cim are the elements of matrix Ĉ, and m are all the different metrics initially considered. Note that in the case of independent242

metrics (i.e. having zero covariance with other metrics), we recover the expression EVi = Cii/Tr(Ĉ), where each metric only243

accounts for the proportion of variability it contributes to the total.244

245

To calculate the explained variance EVi from Eq. (1), we first obtain the covariance matrices of the stability metric values for246

the three different ranges of community sizes analyzed in the here (small, medium and large), as follows. For each community247

size, ranging from 5 to 100 species, we sample 100 trophic communities of each size, mean-normalise each metric across all248

communities (which preserves the original variability of each metric but puts all of them in a similar scale), and compute the249

covariances. We assemble covariance matrices for different classes of community sizes, namely small (5-15 species), medium250

(45-55 species), and large (85-95 species), by considering the average value of the covariance within these size ranges.251

Once the covariance matrices are obtained for the three network sizes, we rank the metrics according to the estimated ‘explained’252

variance (see Fig. S6 below; the total heights of the bars represent, for each metric, its ‘explained’ variance taking covariances253

into account using Eq.(1)). In addition, we also plot (in red) the proportion of variance of each metric (i.e. its variance divided254

by the sum of all variances, without taking covariances into account, or as if the metrics were uncorrelated). Lastly, each metric255

is colored according to the metric group it belongs to (see Fig. 2 in the main text).256
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(i) Small communities
(5 to 15 species)
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(ii) Medium communities
(45 to 55 species)
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(iii) Large communities
(85 to 95 species)

Fig. S6. ’Explained’ variance as measured by Eq. (1) for each of the 27 metrics for the three different community sizes analyzed. For each metric, ’explained’ variance is
subdivided in a variance part in red and a covariance part, whose color depends on the stability group each metric belongs to. As in the main text, blue represents metrics from
the ‘Distance to threshold’ group, green the metrics from the ‘Sensitivities to press’ group, and light green the metrics from the ‘Early response to pulse’ group. In gray are the
three metrics that were not clearly assigned to any of the groups. The metric in the stripped pattern is the outlier that was not included in the same group by the modularity
algorithm and hierarchical clustering.
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The analysis reveals that not all metrics are equally variable, and that, when not considering covariances, each of them accounts258

for a relatively small proportion of the overall variance (max 8%; red bars in Fig. S6). When taking the covariances into259

account, these proportions change considerably for all metrics. We can thereby identify the metrics that explain the most260

variance overall, and also those that explain the most variance in a given group.261

262

Following this, we would like to have an idea of how much variability is explained if we only keep a single metric from each263

group, meaning three metrics overall. Assuming that the groups are largely independent from each other (given that the264

average inter-group correlation is ∼0.13) we can estimate the explained variance of such a subset of three metrics by the sum265

of their explained variance, as if they where independent of each other. To do that, first we remove from the analyses the266

metrics that were not clearly placed into any group: the three metrics in grey in Fig. S6 (and in Fig. 2 in the main text and267

Fig. S3ii and S3iii) as well as the measure of average change in total biomass before and after a random extinction (< RE >),268

represented with a stripped pattern in Fig. S6 (and in Fig. 2 in the main text and Fig. S3ii and S3iii). We end up with a total269

of 23 metrics. Then, we recalculate the proportion of the total original variance (of the remaining 23 metrics) explained by270

each metric as in Eq. (1) and obtain the explained variance by different subsets of three ‘independent metrics’ (one from each271

of the three groups) by adding their proportions of explained variance.272

273

Choosing specifically the best-of-each group metric based on explained variance (i.e. the average species tolerance to increased274

mortality (< TML >), the average sensitivity of species biomass to a global mortality increase (< SMG >), and the median275

reactivity (MR0) in small networks; the average species tolerance to increased mortality (< TML >), the average sensitivity of276

species biomass to a local mortality increase (< SML >) and the median reactivity (MR0) in medium and large networks), we277

find that these 3 metrics account for 53%, 52% and 59% of the original total variance in small, medium and large communities.278

Conversely, the three worst-of-each group metrics explain 27%, 27%, and 24% of the variance. For comparison, we measure the279

average explained variance by three randomly selected metrics (with the constraint to have one metric from each group) and280

obtained 41%, 42%, and 44% (with a standard deviation of 5%) of explained variance in small, medium and large communities.281

When choosing the most correlated metric from each stability group (i.e median maximum amplification (MAmax), average282

species tolerance to increased mortality (< TML >), and sensitivity of species biomass to a global mortality increase (SMG) in283

small networks; median maximum amplification (MAmax), Sensitivity metric based on the inverse Jacobian (S) and sensitivity284

of species biomass to a global mortality increase (SMG) in medium networks; median maximum amplification (MAmax),285

Sensitivity metric based on the inverse Jacobian (S), and average sensitivity of species biomass to random extinctions (< SE >)286

on large networks) we find that these 3 metrics account for 48%, 41% and 49% of the total variability respectively in small,287

medium and large networks. While the most correlated metrics are not the ones that explain more variance in all groups, they288

close or above the average value explained when the metrics are chosen randomly.289

290

In conclusion, this analysis provides a first answer at how well one would retain the original variability if one wanted to choose291

a small number of metrics to measure, while using one from each stability ‘component’. However, the choice of the metrics to292

be measured will always depend on the system studied and the practicality of how metrics can be measured. This preliminary293

analysis can be of use to make informed choices at this respect.294

7. Volume of covariance ellipsoid and stability dimensions295

We perform an analysis to estimate to what extent the metrics of different groups measure different ‘dimensions’ of stability. In296

other terms, how relevant is it to select the three metrics from the three different groups? Following the work of Donohue297

et al. (11), we estimate the volume of the covariance ellipsoid associated to sets of three different metrics. The idea behind298

this analysis is that the volume of the covariance ellipsoid is a proxy for the dimensionality of stability. If the covariance299

ellipsoid shape is close to a sphere, the three metrics will be considered to be independent from each other and reflect different300

dimensions of stability. On the other hand, if the covariance ellipsoid shape is closer to a cigar, it has a smaller volume than in301

the first case and this means that the three metrics considered reflect a smaller number of stability dimensions.302

303

To calculate the volume of the covariance ellipsoids, we first obtain the covariance matrices of the metrics (based on their rank)304

for the three different network sizes: small (5 to 10 species), medium-sized (45 to 55 species) and large communities (85 to 95305

species) as follows. For each community size, ranging from 5 to 100 species, we sample 100 trophic communities of each size,306

and compute the pairwise covariances among all stability metrics (based on their rank). We build the rank covariance matrices307

for the three different community sizes by considering the average value of pairwise covariance within these size ranges.308

309

Once we have the covariance matrices, we randomly select three stability metrics out of the 23 stability metrics that were310

clearly assigned to a group in two different ways: i) by randomly selecting three metrics from the same group (we did this for311

the three groups), and ii) by randomly selecting one metric from each group. Once the sets of three metrics are determined, we312

extract the corresponding rows and columns of the covariance matrix to generate a ‘reduced’ version of the covariance matrix313

with only 3 metrics. Finally, we diagonalize the ‘reduced’ covariance matrices to obtain the eigenvalues and calculate the314

ellipsoid volume (V) using the formula:315

V = πm/2

Γ(m2 + 1)

m∏
i=1

(
√
λi) [2]316
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where λi is the i-th eigenvalue of the covariance matrix, and m is the number of dimensions considered, three in our case317

(14).318

319

We repeat this procedure 2000 times to obtain the average volume of the covariance ellipsoid associated with three metrics320

coming either from the same or from different groups. The results show that, although choosing 3 metrics within the same321

group can in some case still lead to a relatively large volume (Fig. S7 below), it is only when the three metrics are selected322

from different groups that the highest volume is obtained, meaning that the better the dimensionality of stability is reflected.323

This is especially true in large networks (Fig. S7iii), where the volume obtained with metrics from different groups reaches324

a proportion between 0.9 to 0.96 of the maximum attainable volume (where 1 means a complete independence of the three325

dimensions) whereas selecting the most different metrics within any of the other groups (i.e. those that maximize the ellipsoid326

volume) only achieves at most proportions of 0.13, 0.64 or 0.73 for each of the three groups respectively.327

328

This result is not surprising as the objective of the analysis performed was precisely to identify such the groups. However, this329

analysis, using a slightly different approach, is a nice confirmation that the groups identified reflect different dimensions, and330

that selecting metrics in each of them improves the dimensionality of stability represented compared to selecting the same331

number of metrics in a given group.332

333

(i) Small communities
(5 to 15 species)

(ii) Medium communities
(45 to 55 species)

(iii) Large communities
(85 to 95 species)

Fig. S7. Volume of the covariance ellipsoid as quantified by Eq.(2) for the three different network sizes studied. For each richness level, we measure the volume of the
covariance ellipsoid defined by three randomly picked stability metrics. The height of the first three bars on each figure represents the volume obtained when the three metrics
are taken within the same group ( ‘Early response to pulse’, ‘Distance to threshold’ and ‘Sensitivities to press’ respectively); the fourth bar represents the volume obtained when
the three metrics are selected from the three different groups. The whiskers represent the standard deviation of the volume. All values were normalized to the maximum
possible value for an ellipsoid in three dimensions, which happens when the three metrics are perfectly independent (V = 0.8061))
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Supporting Information for Methods334

8. Dynamic Food-Web Model335

We use an allometric-scaling dynamic food web-model to simulate the biomass of each species (15, 16). These models have been336

used extensively to explore the dynamics and stability of complex ecological networks (15, 17). The trophic community consists337

of plants (primary producers, at the base of the network), and consumers (animals that eat plants and/or other consumers).338

The number of species N and connectance c (density of trophic interactions) are initial parameters. The structure of the339

food-web (who eats whom) is initially determined by the niche model (18). We map dynamical consumer-resource equations to340

that food-web skeleton to model the biomass of each species. The change in species i’s biomass density Bi is described by an341

ordinary differential equation of the general form (19):342

dBi
dt

= riGiBi +Bi
∑
j∈prey

e0jFij −
∑
k∈pred

BkFki − xiBi − diBi [3]343

where the first term describes plant growth; the second term describes the biomass gained by consumption of other species j;344

the third term describes mortality due to predation, summed over all consumers k of species i; the fourth term represents the345

metabolic demands of species i; the last term is natural mortality of species i. More precisely:346

• ri is the intrinsic growth rate of primary producers ; ri is 1 for primary producers and null for other species.347

• Gi is the growth term described in equation 4 below.348

• e0j is the conversion efficiency which determines how much biomass eaten of resource j is converted into biomass of349

consumer i. Is set to 0.45 if the resource j is a plant and to 0.85 otherwise.350

• Fij is the functional response, i.e. the rate at which consumer i feeds on resource j (see equation 5 below).351

• xi is the metabolic demand of species i. If i is a plant, xi = 0.138m0.25. If i is not a plant xi = 0.314m0.25
i .352

• di is the natural mortality rate. It is assumed to be d0xspeciesmi
0.25 with d0 = 0.1 and xspecies = 0.138 if i is a plant and353

0.314 otherwise.354

A. Plant growth. We assume a logistic growth for basal species:355

Gi = (1− Bi
Ki

) [4]356

with Ki being the carrying capacity of the environment for species i. We fix this value to 1.357

B. Functional response. We use a multi-prey Holling-type functional response. The feeding rate of species i on species j is358

expressed as:359

Fij =
wiaijB

1+q
j

mi(1 + wi
∑

k∈prey aikhikB
1+q
k )

[5]360

where:361

• wi is the relative consumption rate of predator i on its prey, which accounts for the fact that a consumer has to split its362

consumption between its different resources.363

• The attack rate is aijBqj , where aij is the capture coefficient. If i and j are not plants aij = a0mi
αimj

αj with a0 = 50.364

If the resource is a plant then the capture coefficient is aij = a0plantmi
αi , and a0plant = 10. The exponents αi and αj365

were sampled from normal distributions with mean µαi = 0.7 and µαj = 0.4 and s.d of σα = 0.1, the average values as366

presented in (20).367

• 1 + q is the Hill-exponent, where the Hill-coefficient q varies the functional response gradually from a type II (q = 0) to a368

type III (q = 1) (21). Trough the main text results we use q = 0.3.369

• hij is the handling time in [time]
[mass] , with hij = h0mi

Himj
Hj . The exponents where sampled from normal distributions370

with mean µHi = −0.6 and µHj = −0.5 and s.d σH = 0.1, the average values as presented in (20).371
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9. Detailed simulation procedure372

We simulate realistic trophic communities using an allometric-scaling dynamical food-web model (16, 22), explained in the373

previous section, where all the species biological rates scale with the mass of the species, which in turn, scales with the trophic374

level. These kinds of models have been widely used to study the stability of trophic communities with high success and provide375

a more accurate description than previous more simplistic ones (17, 22, 23). We generate the backbone of the networks with an376

initial species richness ranging from 5 to 115 species and a fixed connectance (c= 0.15). The feeding interactions among the377

species are established by using the ‘niche model’ (18). Once this skeleton has been assembled, the dynamical equations are378

mapped on it, and the community evolves until it reaches a steady state. With this framework we obtain a dynamical viable379

trophic network where the interactions are a result of both dynamical and structural constraints. The detailed process is as380

follows:381

• Generate a trophic network skeleton with N species and NL links, according to the niche model. The initial number of382

species N varies from 5 to 115 and the probability of a trophic interaction (i.e. the probability that i eats j and that383

Aij=1 in the adjacency matrix) is p = NL/N2 = 0.15.384

• Obtain the trophic level of each species in the community, Li. The Li of all plants is set to 1, while the trophic level of385

consumers is calculated as the average of the trophic level of their prey plus one. In the cases where the structure of the386

network has inconsistencies and the trophic levels cannot be calculated (e.g. lack of basal species for example, or a closed387

and isolated loop), the network is discarded and a new one is generated.388

• Once the trophic levels are determined, we set the masses of the species to mi = Z(Li−1), where Z is the ratio between389

predator and prey body mass. The mass of all basal species is set to 1. We use a value of Z equal to 1.5.390

• Calculate all biological rates that take part in the functional response (ri, xi, di, aij , hij) as described in the model391

description (see previous section).392

• Apply the dynamical equations. In some cases during the dynamical evolution of the system, some of the species will go393

extinct because their interactions are not energetically viable. A species will be considered extinct if at a given time its394

biomass density falls bellow the extinction threshold, extinctthresi = 1E−6 ∗mi. In this case its biomass is set to 0 and395

the interactions of this species are deleted from the interaction matrix A.396

• Keep running the simulations until either a steady state is reached, or until the maximum amount of time for the397

simulation is reached (TSAFE = 1000000). The steady state is reached if the biomass change of all individual species,398

∆Log(bi), is less than σb = 0.0005 for a given temporal window (∆t). If such a state is reached, we have a dynamically399

viable and realistic trophic community, that we proceed to study. If TSAFE is reached before the system has arrived to400

a steady state, the community is discarded and we start again by generating a new trophic network and following all401

the subsequent steps. In this way we make sure that we will only study systems whose equilibrium is “static” without402

oscillations in the populations.403

• Once a viable dynamic trophic community has been obtained and before we proceed to study it, we search for isolated404

plants and delete them by setting their biomass density to 0. These isolated species do not play a role in the community405

since they do not take part in any interaction, but they can artificially increase the number of species. We only keep406

networks with at least 90% of surviving species to ensure that the interaction strengths are not too reduced because of407

absent species.408

The code for running the simulations is available upon request.409
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10. Stability Metrics Definitions410

Responses to pulse perturbations.411

Reactivity (R0): Maximal instantaneous rate at which initial perturbations can be amplified. It measures the initial response412

to the perturbation. It is defined as:413

R0 = − 1
2λdom(Csim) [6]414

were C is the Community matrix, or Jacobian, obtained by calculating the derivatives of the dynamical equations and415

substituting the biomasses of species at the fixed point (i.e. once all species have reached the steady state). Csim is the416

symmetric matrix of the Jacobian, defined as C + CT = Csim. If R0 < 0, the perturbation first increases before it decays and417

the system is said to be reactive. This is a measure of the initial behaviour of the system response (12).418

Maximal amplification (Amax): Factor by which the perturbation that grows the largest is amplified. It is quantified as the419

maximum value of the amplification envelope A(t). This function, that describes the time evolution of the perturbation, can be420

computed as the matrix norm of eCt (12).421

A(t) = maxx0 6=0
‖ eCtx0 ‖
‖ x0 ‖

[7]422

We use the function “expmat” in the armadillo library in C++ to obtain the amplification envelop of the Jacobian matrix, and423

determine the maximum amplitude as the maximum value of A(t)424

Amax = maxt≥0A(t) [8]425

This is a measure of the transient regime of the system (neither initial nor asymptotic).426

Time to maximal amplification (tmax): Time at which the system reaches the maximal amplification. Obtained as as presented in427

(12).428

A(tmax) = Amax [9]429

Resilience (Rinf ): Asymptotic return rate to the reference state after a pulse perturbation. In theoretical studies, the return430

time is often approximated as the reciprocal of asymptotic resilience. In this approach, initiated by Pimm & Lawton (24, 25),431

asymptotic resilience is quantified as the leading eigenvalue of the Jacobian, also referred to as the ‘community matrix’,432

Rinf = −<(λdom(C)) [10]433

Median values for the whole community: As showed in previous analytical works studying pulse perturbations, all434

the metrics presented so far are mostly defined by individual species, and hence we can see them as “extremal metrics”. In435

order to obtain metrics that are more representative of the whole community, we apply the formulation presented in (26) to436

calculate the median values of all those metrics over perturbation directions for the whole community. Following the approach437

in (26), we assume that the perturbation affecting the biomass of a given species is proportional to its equilibrium biomass. As438

the authors show, it is enough to know the Jacobian matrix, A and the correlation matrix of the perturbations, C, to obtain439

these metrics. For a detailed information on how to compute C we refer the reader to the original paper.440

-Median reactivity (MR0): Median rate of displacement from equilibrium immediately after a pulse perturbation. It is computed441

as442

MR0 ≈
Tr (CA)
TrC

[11]443

-Median maximal amplificaton (MAmax): Factor by which the median displacement is amplified. That is, the maximum value of444

the median displacement, calculated as445

M
(
x2) ≈ Tr (CeAT teAt

)
[12]446

-Median time to maximal amplificaton (Mtmax): Time at which MAmax is reached.447

448

-Median Resilience (MRinf ): The median return rate averaged over time, is calculated as449

MRinf ≈ −
ln
(
Tr(CeAT teAt)

)
2t [13]450

where we consider that the asymptotic limit is reached if the displacement is below a threshold of 0.005.451

Responses to continuous shocks (environmental stochasticity).452
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Intrinsic stochastic invariability (IS ) : Stationary response of the linearized system to stochastic perturbations of zero-mean and453

persisting through time (white noise). IS is inversely proportional to the variance of the maximal response to white-noise454

perturbations. It can be computed as:455

Is = 1
2 ‖ −Ĉ

−1 ‖−1 [14]456

where Ĉ = C ⊗ 1 + 1⊗ C, and ‖ . ‖ is the spectral norm of the matrix (26). We also used the armadillo library in C++ for457

these calculations.458

459

Responses to press perturbations.460

Sensitivity (S, < sij >): Following the theoretical study of press perturbations from the sensitivity matrix as presented in461

(8, 27), we define a metric to quantify this response. The metric we propose to quantify the community response is the462

total displacement experience by the the community biomass, that is, the sum of the absolute changes in populations species463

biomasses computed as:464

S =
∑
i

|
∑
j

Sij | [15]465

where S stands for the Sensitivity matrix, i.e. the inverse of the community matrix and is obtained as S = −C−1. To obtain the466

metric at the species’ scale we used the approach of Carpenter et al. (28) and measured the average strength of the elements of467

the sensitivity matrix468

< sij >=
∑
i

∑
j

|sij |/(N2) [16]469

When using these methods one typically assumes that pre- and post-perturbed systems are close to fixed-point steady states470

and that perturbations are sufficiently small.471

472

Tolerance to increased mortality (T MG): Maximum magnitude of disturbances that the community can tolerate before any473

species goes extinct. This is a metric of “structural stability” (5, 29) since it gives information on the amount of change474

allowed in the parameters before the system changes dramatically. We implement an empirical approach and follow the method475

described in (6) (although the authors name this measure resistance, we are going to use the term tolerance here to avoid476

confusion with the more historical definition of resistance, which refers to a net change in a system’s property (e.g. total477

biomass) before and after a perturbation). A system with a higher tolerance can withstand larger increases in mortality rates478

before any extinction occurs.479

To measure this behaviour, we subjected each trophic community to simulated press disturbances to quantify their tolerance.480

For all species in the network, the mortality rate is simultaneously increased (global ’attack’) as d′i = di + ∆d ∗di, with ∆d = 0.1481

until some species goes extinct (the attacked species or any other). Following (6) the tolerance of the whole community is482

considered to be that of the less tolerant species483

TMG = min(d′i)− di
di

[17]484

To study the response to individual species changes (local ’attack’), we also increased the death rate of the species with the485

same strength as above but one by one. In this case the tolerance of each species is defined as the minimum increase in its486

death rate that can be sustained before any species of the community goes extinct. We recorded the average tolerance of all487

species in the community < TML > and that of the least tolerant species TML
min. This measure is also related to that of488

Effective Population Size (EEP) defined to study the functional extinctions (30).489

Tolerance to extinctions (TE): In order to account for the tolerance to extinctions of random species, we use ‘Robustness’ as490

defined in (31) and quantify the fraction of species that had to be removed from the community in order to result in a total loss491

of 50% of the species (i.e. primary species removals plus secondary extinctions). The procedure is as follows: we perform the492

extinction of a random species and let the system evolve until a fixed point is reached and secondary extinctions have taken493

place. Then we continue to erase another species in the same fashion, in a random order, until at least half of the original494

community is destroyed. The number of primary random extinctions we need to perform before attaining that point is what495

we named the tolerance to extinctions. As this metric depends on the order in which the species are selected to be primarily496

erased, we perform 100 random sequences of extinctions and take the average tolerance to obtain < TE >.497

498

499
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Resistance metrics to increased mortality:500

501

Resistance metrics are a general way to measure the amount of change in the state of a system before and after a sustained502

perturbation. To measure the resistance of communities to an increased mortality, we perform simulations where all species503

death rates are simultanesouly increased by 10% and wait for the community to arrive at the new equilibrium (in some cases504

extinctions occur). We measure the differences between the initial and the final state for different variables.505

506

Resistance of total biomass to increase in mortality (RM): Following a similar approach as Ives (32), we compute the total change507

in community biomass before and after the mortality increase as the total change in biomass divided by the change in the508

stressor. In our case the change in the stressor is constant (10% increase in mortality), so resistance is measured as509

RMG = −|B0 −B′|
B0

[18]510

where B0 is the total biomass of the original community and B′ the total biomass of the community in the post-perturbed511

state. Unlike in the reference (32) we have, we divide by B0 to obtain relative resistances, since we will be comparing many512

different communities with different total biomasses. The absolute value is to account for the fact that either a net gain or513

loss of total biomass is considered as a deviation from the original reference state. With this metric, the larger the deviation514

(positive or negative), the less resistant the community is.515

516

We also measured the average total biomass resistance when only one of the species is perturbed (as done in (32)), by increasing517

the mortality of each species one by one and measuring the resistance to mortality in each case as described above. The average518

value is recorded as < RML > and the maximum displacement as RML
max.519

520

Sensitivity of species’ biomass to increase in mortality (SM): We compute the total change in biomass in front of a global mortality521

increase as the norm of the difference in species’ biomass522

SMG = −`1(B0 −B′)
B0

[19]523

where `1 stand for the L1-norm of the vector of differences in biomass. This quantity measures the total amount of change the524

populations have suffered, even if it is not apparent in the total biomass change, due to compensatory effects in the dynamics.525

As in the case above we also measure the average and the maximum sensitivity of populations when only one species is attacked526

(< SML > and SML
max).527

528

Resistance metrics to species extinctions:529

530

We measure the resistance of the whole community to species extinctions by comparing different variables before and after a531

species extinction takes place.532

533

Resistance of community composition to random extinctions (CE) : In this case, we measure the cascading extinctions after a534

random extinction from the species in the community, as done in (33). We compute this by sequentially deleting one species at535

a time and measuring the number of secondary extinctions produced (i.e. the number of additional species that go extinct as536

a consequence of that first species deletion). The value (< CE >) is the average number of secondary extinctions over all537

extinction events (i.e. after all species of the community have been driven to extinction, one by one). We also record the538

maximum number of cascading extinctions as (CEmax).539

540

Resistance of total biomass to a random species deletion (RE): We are also interested in knowing how the total aggregated biomass541

of the community is affected by a species loss, as studied in (33). Following a similar procedure as the one used for the542

resistance to increased mortality, we measure the resistance of community biomass to a species loss as the total change in543

community biomass before and after one species extinction (and possible secondary extinctions) has taken place. The value for544

the community is the average value obtained after each of the species composing the community is erased:545

< RE >= −
〈
|B0 −B′′|

B0

〉
[20]546

where B′′ represent the state of the post-perturbed community. We also retained the maximum change in biomass as a result547

of one species extinction, as REmax. The absolute value in the definition is to account for the fact that either gain or loss in548

community biomass is a deviation from the original state. The bigger < RE >, the further away a community is from the549

original value of total biomass.550

551
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Sensitivity of species’ biomass to random species deletions (SE): In a similar fashion as the sensitivity of species’ biomass to552

increased mortality, we compared all the species’ biomasses before and after a random extinction, and obtained the average553

accumulated difference in species’ biomasses averaged over all extinction events, -i.e leading each of the species in the community554

to extinction once-.555

< SE >= −
〈
`1(B0−B′′)

Btot

〉
[21]556

We also recorded the maximum total displacement in species biomass as a result of one extinction as SEmax.557
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