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Supporting Information Text14

1. Elastoresistance tensor and Gauge factor15

The elastoresistance of a material characterizes the changes of the resistance of the material due to the stress experienced by16

the material. Based on the definition of resistance, R = ρL
A
, changes in the resistance can be written as17

dR

R
= dρ

ρ
+ dL

L
− dA

A
. [1]18

The first term is the change in the resistivity of the material which relates to the electronic properties of the material. The19

second and the third terms are purely geometrical factors. For typical metals, such as Cu, these geometric terms dominate20

elastoresistance. However, strain dependent changes in density of states, mobility, scattering, etc. (elastoresistivity) play21

important roles in cases like WTe2.22

The elastoresistivity is described by23

(dρ
ρ

)i =
6∑
k=1

mikεk [2]24

where mik is the elastoresistive strain matrix and εk is the strain tensor in Voigt notation. (1) For an orthorhombic structure,25

there are nine independent terms in the elastoresistivity tensor: (2)26 
m11 m12 m13
m12 m22 m23
m13 m23 m33

0 0 0
0 0 0
0 0 0

0 0 0
0 0 0
0 0 0

m44 0 0
0 m55 0
0 0 m66

 . [3]27

Considering our measurement configuration, the stress was applied only along the crystallographic a direction, the stress is28

τ = (τxx, τyy, τzz, τyz, τzx, τxy) = (τxx, 0, 0, 0, 0, 0). [4]29

Since the stain ε can be expressed in terms of the elastic compliance S and the stress τ ,30

εk =
6∑
l=1

Sklτl, [5]31

the strain therefore is:32

ε = (εxx, εyy, εzz, 0, 0, 0). [6]33

If we neglect geometric factors, the change in resistance of the crystal is given by34

(dR
R

)xx = m11εxx +m12εyy +m13εzz [7]35

The strain terms in the y and z directions are determined by the Poisson’s ratio of the crystal, νxy and νxz.36

(dR
R

)xx = εxx(m11 + νxym12 + νxzm13). [8]37

The Gauge factor (GF) can also be obtained from Eq. (1):38

GF = ((dR/R)xx
εxx

) = (dρ/ρ)xx
εxx

+ (1 + 2ν). [9]39

The GF of ordinary metals, like copper, is a temperature independent value with magnitude around 2. This is because40

geometric factor is the dominant term and Poisson’s ratio for the most of metals is 0.3 < ν < 0.5. (3) A recent paper on41

WTe2 calculated the Poisson’s ratio ν of the material as ν ∼ 0.16. (4, 5) Since we obtained GFs much larger than 2, and,42

at times, with negative signs, for WTe2, changes in the electronic properties rather than geometry, are dominant. Therefore,43

measurements of elastoresistivity (and its response to magnetic field) offer new insight into the electronic properties of WTe2.44
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Fig. S1. a, Resistance response to the strain with various voltage limits Strain(εxx) sweep at fixed temperature of T = 2 K and the magnetic field H = 2 T with various
voltage limits; -5 V (green line), -40 V (black line), -100 V (blue line) and -140 V (red line). The green dashed line is a guide line to point out the deviation from linear behavior,
which also indicated with the gray arrow. b, 0 V→ -5 V→0 V, and 0 V→ -40 V→0 V sweeps on an expanded scale.

2. Methods45

Single crystals of WTe2 were grown out of a Te-rich, binary melt, following the procedure described in Ref. (6). Temperature46

and field dependent transport properties were measured in a Quantum Design(QD), Physical Property Measurement System47

for 1.8≤ T ≤ 300K and |H| ≤ 140 kOe. Resistance measurements under uniaxial stress were carried out using a Razorbill48

CS100 cryogenic uniaxial stress cell. To be more specific, outer and inner piezoelectric stacks were controlled by two Keithley49

Model 2400 source meters, and corresponding length changes of the crystals were measured by a capacitance sensor using50

an Andeen-Hagerling(AH) Model 2550A capacitance bridge. Note that there is always certain errors in the length change51

measurements due to thermal contraction of various parts. Although some thermal effects were addressed (i.e. the thermal52

effect from piezoelectric materials was canceled via symmetric usage of outer and inner piezoelectric stacks and the thermal53

effect from the capacitance sensor was removed by subtracting the temperature dependence capacitance of the empty cell54

result), others, including the thermal contraction from the cell and the crystal itself, were not considered. The crystals were55

mounted across the two plates with Stycast 2850 FT, so that the crystal was mechanically attached to the plates firmly and56

electrically isolated from the cell body.(Fig.1 a) We estimated that, due to the epoxy, about 80% of the displacement was57

transmitted as sample strain. In this calculation, we used the Young’s modulus of the crystals of 80GPa and the thickness58

of the glue was ∼ 50µm. (5, 7) The contacts for the electrical transport measurement were prepared in a standard linear59

four-probe configuration using Epotek-H20E silver epoxy and silver paint, and Lakeshore Model 370 AC resistance bridge was60

used for the resistance measurement of the crystals. Due to the large drop in the resistivity of WTe2 upon cooling in zero field,61

combined with the limit of the resistance bridge (resolution is 1µΩ with I = 3.16mA in the range of 2.0mΩ), we were not62

able to conduct the elastoresistance measurements below T < 50K with H = 0T in the above experimental setting. In order63

to overcome this limit of the measurement, we performed the elastoresistance experiment without the magnetic field using64

Stanford Research Systems(SRS) 860, Lock-In Amplifier and SRS Model CS580, voltage controlled current source in a Janis65

SHI-950-T closed cycle cryostat. Two samples were measured in this way, S3’ and S4. S3’ is esentially same as S3, which was66

measured in PPMS, but new contacts were made after cleaving the top layer. S4 was mounted in a Razorbill CS130 cryogenic67

uniaxial stress cell. S4 was secured with a small amount of Devcon 5 minute epoxy in between anodized plates, which can give68

the largest transmitted strain on the sample.69

As we applied uniaxial stress along the crystallographic a axis, three strain tensor components are non-zero in Voigt notation.70

(see SI) However, we measured only one component, εxx, due to the experimental set up. In this paper, we define strain as71

εxx [%] = [(L−L0)/L0] × 100, where L0 is the unstrained length. Thus, a positive sign represents tensile strain and a negative72

sign stands for compressive strain. We noticed that the crystals are very easy to break when even a small amount of tensile73

strain is applied. The compressive strain at which the sample starts to buckle can be calculated based on the ratio between74

length and thickness (L/t) of the crystals: L/t = π/
√

3εxx. (8) From the calculation, we expected buckling of all three samples75

that we measured above εxx = − 1.5 %. However, the first sample of WTe2, S1, cleaved at εxx ∼ − 0.3 %, which was before76
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the sample started to buckle due to the easily exfoliatable nature of the crystal. In addition, the second crystal, S2, showed a77

jump at εxx ∼ − 0.16 % without visual observation of a cleave or crack in the sample. This might indicate that cracks or78

small cleaving can happen even with small strain due to the layered structure. Based on all of the above, elastoresistance79

measurements were done only εxx ≤ ±0.013 % which corresponds to a maximum voltage applied to the piezoelectric material80

of V = ±5V for the third single crystals of WTe2, S3. Within this range, resistance response to the strain (∆R/R vs. strain)81

was linear without hysteresis (more details are in SI). Details about Shubnikov de Haas oscillations can be found in SI.82

Band structures of WTe2 at strains from 0 to -0.2 % were calculated in density functional theory (9, 10) (DFT) using83

local density approximation (11, 12) (LDA) with spin-orbit coupling (SOC) effect included. The dimensions of the unit cells84

were determined from experimental lattice constants (13) (a=3.477Å, b =6.249Å and c=14.018Å) plus strain and a Poisson85

ratio (4) of 0.16. The ionic positions in the unit cells were relaxed at different strains and then band structures are calculated.86

The band structure with relaxed ionic positions at this strain range is insensitive to the out-of-plane strain because of the87

weak vdW interaction and large spacing between the stacking layers along c-axis. The carrier densities were calculated from88

the volume of electron and hole pockets in reciprocal space. The quantum oscillation frequencies were calculated by finding89

the extreme orbit (14) of hole and electron pockets with the magnetic field along the c direction. The conductivity without90

magnetic field were calculated from the semi-classical Boltzmann equation with the interpolated DFT band structures. (15)91

DFT calculations were done in VASP (16) with a plane-wave basis set and projector augmented wave (17) method. We used92

the orthorhombic cell of 12 atoms with a Γ-centered Monkhorst-Pack (18) (12× 6× 3) k-point mesh. The kinetic energy cutoff93

was 223 eV. The convergence with respect to k-point mesh was carefully checked, with total energy converged, e.g., well below94

1meV/atom. For ionic relaxation, the absolute magnitude of force on each atom was reduced below 0.01 eVÅ.95

3. Elastoresistance experiment96

- 0 . 1 2 - 0 . 0 8 - 0 . 0 4 0 . 0 0

- 0 . 0 4

- 0 . 0 2

0 . 0 0

0 . 0 2

- 0 . 1 2 - 0 . 0 8 - 0 . 0 4 0 . 0 0- 0 . 1 0

- 0 . 0 8

- 0 . 0 6

- 0 . 0 4

- 0 . 0 2

0 . 0 0

0 . 0 2

∆R
/R

� x x  (  %  )

W T e 2 ,  H  =  2  T
 T  =  2  K
 T  =  5  K
 T  =  1 0  K
 T  =  1 5  K
 T  =  2 0  K
 T  =  3 0  K
 T  =  4 0  K
 T  =  5 0  K
 T  =  1 0 0  K
 T  =  1 2 0  K

∆R
/R

� x x  (  %  )

W T e 2 ,  H  =  9 T
 T  =  2  K
 T  =  1 0  K
 T  =  2 0  K
 T  =  3 0  K
 T  =  4 0  K
 T  =  5 0  K
 T  =  6 0  K
 T  =  7 0  K
 T  =  8 0  K
 T  =  9 0  K
 T  =  1 2 0  K

a

b

Fig. S2. Resistance response to the strain with various temperatures a, Strain(εxx) sweeps in the magnetic field of 2 T. b, Strain(εxx) sweeps in the magnetic field of 9 T.
Note: clear non-linearity in 2 K data is likely associated with strain induced changes in Quantum oscillation (QO) frequencies and QO in Magneto-elastoresistance (MER) is
discussed below.
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Fig. S3. Large changes in elastoresistance Magnetoresistance data without(black line, εxx = 0 %) strain and with (red line, εxx = −0.136 %) strain at T = 2 K. Inset
shows magnetoresistances from 10 T to 14 T on an enlarged scale.

We took care to measure our data in the linear response limit. To do this we measured ∆R/R, where ∆R = R(εxx)−R(εxx =97

0), versus strain loops for a variety of strain (or voltage) sweeps at base temperature (Fig. S1) as well as over the whole98

temperature range (Fig S2). We find that as we increase the size of strain sweeps there is an increasing hysteresis. As a result99

of these measurements and out of an abundance of caution, we limit our measurements of ER to a maximum voltage applied to100

the piezoelectric material of V =± 5V, which correspond to |εxx| ≤ 0.013 % for sample S3, so as to be in the linear regime101

(See Fig. S1). On the other hand, quantum oscillation analyses with applied strain were limited to |εxx| ≤ 0.136 %. In this102

range, the shift in quantum oscillations frequency is linear as shown in Fig. 3 e, although there was hysteresis in the ∆R/R103

versus strain data. We also performed experiments on various samples to check reproducibility. S1 was the first sample, that104

was cleaved due to applying too much strain. Here, ER was unrepeatable with a non-linear big hysteresis. S2 was the second105

sample that we show in the manuscript. The same experiments on the third sample, S3, were performed to confirm the result106

from S2. S3’ is basically same as S3, but the a few top layers were cleaved to redo the electrical contacts. The experiments on107

S4 were conducted to check the low temperature data in zero the magnetic field on S3’.108

4. Large changes in elastoresistance due to quantum oscillations109

Figure S3 shows the low-temperature magnetoresistance (MR) without strain (εxx = 0) and with a strain of εxx = −0.136 % at110

T = 2K. Whereas the MR increases quadratically without saturation up to 14T, quantum oscillations are detected above111

∼ 4T in both cases. Due to the strain induced changes in frequencies, there are mismatches in the quantum oscillation peaks112

in the high magnetic field regime. Therefore, the elastoresistance (ER) change dramatically from negative to positive with113

small changes of the magnetic field. To illustrate this more clearly, we focus on MR from 10T to 14T in the inset of Fig. S3.114

The vertical green dashed line indicates a negative ER whereas the blue dashed line indicates a positive ER.115

Subtracting the MR without strain from MR with strain allows us to directly examine the oscillations in the magneto-116

elastoresistance (MER). This is shown in Fig. S4a and c. In order to corroborate these as quantum oscillations, we perform a117

fast Fourier transform (FFT) on the data as a function of 1/B. Figure S4b and d are the results of FFT on S2 and S3. All four118

frequencies, that were detected from SdH measurements, are observed in both samples. As such, these data, as well as the data119

highlighted in the inset of Fig. 2a and b, are clear manifestations of quantum oscillations in MER.120

To further investigate these MER quantum oscillations, we use Lifshitz and Kosevich theory to arrive at121

∆εR =
∑
i

Ai(B, T )
[

sin
(

2π[Fi + δFi(εxx)]
B

+ φi

)
− sin

(2πFi
B

+φi
)]

, [10]122

where ∆εR ≡ R(εxx 6= 0)−R(εxx = 0) and δFi(εxx) denotes the shift of frequencies due to strain. As noted above, this shift123

is due to a strain-induced change of the bandstructure, resulting in a change of the size of the extremal orbit. Note that124

in Eq. (10) we have neglected the change of the quadratic background part of MR under strain, which is subleading. We also125

assume that φi and Ai are independent of strain.126
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Fig. S4. QO in MER a, ∆R = R (εxx = −0.149 %) − R (εxx = 0.004 %) as a function of the magnetic field in S2. b, FFT of ∆R in terms of 1/B in S2. c,
∆R = R (εxx = −0.136 %) − R (εxx = 0 %) as a function of the magnetic field in S3. d, FFT of ∆R in terms of 1/B in S3.

For small strain one finds δF/F ∝ εxx � 1 such that Eq. (10) becomes127

∆εR =
∑
i

Ai(B, T ) cos
(2πFi

B
+ φi

) 2πδFi(εxx)
B

. [11]128

The important conclusion is that the frequencies of the MER oscillations in ∆εR are identical to the frequencies observed in129

SdH oscillations of the MR.130

5. Quantum oscillation analysis131

When using a fast Fourier transformation (FFT) to determine the frequencies of the quantum oscillations, the frequency132

resolution is generally determined by the size of the Fourier window. Figure S5 highlights the data spacing around the local133

maximum which defines F 1; the data points are more closely spaced for wider field range windows. In order to resolve134

the strain dependence of frequency changes in WTe2, within a relatively small strain range, the magnetic field range of135

0.5T< H < 13.95T was used for all strains. In order to check the reproducibility of these results, we performed similar136

experiments and analysis on sample S3 with a fewer number of strains. As shown in Fig. S6a and b, S3 also shows similar137

behavior as S2 (Fig. 3).138

Although the resolution is important to resolve the peaks, one is also interested in analyzing the amplitude of the peaks to139

obtain the associated effective masses. In this case, it is important to choose a magnetic field range that starts at the field140

strength where the MR begins to show quantum oscillations at the highest temperature. To be more specific, the amplitude of141

peaks can be reduced due to an artifact of the FFT analysis which comes from including low magnetic field MR data into the142

Fourier window, where MR does not exhibit quantum oscillations at higher temperatures. In addition, quantum oscillations at143

higher temperatures require higher magnetic fields to start. Thus, one needs to determine the magnetic field range based on144

the highest temperature data that will be used for the analysis. Taking this into account we used a magnetic field range of145

5T< H < 13.95T to infer the amplitude changes as a function of the temperature with different strains.146
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Fig. S7. DFT calculation of Fermi surface Full brillouin zone Fermi surface calculation results from DFT for strain (εxx) at 0 (blue line) and -0.2 % (red line).

Fig. S8. DFT calculation of Conductivity as a function of chemical potential Conductivity over relaxation time (σ/τ ) vs. electronic chemical potential (µ) as calculated
from semi-classical Boltzmann model with DFT band structure for strain (εxx) at 0 (blue line) and -0.2 % (red line).

6. Full Brillouin zone from density functional theory (DFT) calculations147

7. Electrical conductivity from DFT calculations148

The conductivity is calculated from the semi-classical Boltzmann equation with the interpolated DFT band structures at149

T = 0K (15). The ratio of conductivity and relaxation time σ/τ without and with applied strain εxx = -0.2% is plotted as a150

function of chemical potential in Fig. S8. We find a positive elastoresistance (ER), i.e., for negative strain the conductivity goes151

up, within the chemical potential range of -0.04< µ < 0.04 eV. This is an additional indication that the pure electronic term152

gives positive elastoresistance in WTe2.153
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8. Theoretical modeling and analysis154

To interpret the magneto-elastoresistance (MER) measurements we employ an effective low-energy three-band model. This155

simplified model can account for the salient features of the ER and the MER, in particular the non-monotonic behavior of ER156

in zero magnetic field and the increase and rapid saturation of MER as a function of magnetic field. We note that we calculate157

the elastoresistivity contribution to the elastoresistance, which is given by the first term in Eq. (1), and not the subleading158

geometric contribution. Our effective model uses as input the strain-induced changes in the electronic band structure, which159

we infer from experiment and DFT calculations.160

The minimal electronic model consists of one hole and one electron band that cross the Fermi energy EF at T = 0 as well161

as another hole band slightly below EF (see Fig. 4a). This captures the essence of the band structure of WTe2 observed by162

ARPES (6, 19, 20) and first-principle calculations (21) (see also Fig. 3a and Fig. S7) with two pairs of (almost degenerate)163

electron and two pairs of (almost degenerate) hole bands, and an additional hole band around the Γ point with a flat dispersion164

(see Fig. S9). Using ARPES, the flat hole pocket was shown to be about 65 meV below EF (19), which is in good agreement165

with our DFT calculations, where the heavy-hole pocket appears about 72 meV below EF . As shown in Fig. S9. there are166

additional electron pockets slightly above the Fermi energy that we do not include in our effective three-band model. Taking167

them into account does not change our main qualitative conclusions.168

The three bands we consider can be characterized by effective masses m∗α with α = e, lh, hh corresponding to electron (e),169

light-hole (lh) and heavy-hole (hh) pockets. We can approximate the effective masses of these bands using SdH oscillation170

analysis and DFT calculations, neglecting small anisotropies in momentum space. As shown in Table S1, the DFT predicts171

a ratio of m∗e,DFT/m
∗
lh,DFT ≈ 1/2. For simplicity and because the precise value does not affect our main conclusions, we set172

this ratio to unity in our model calculation below: m∗e/m∗lh ≈ 1. This is also in agreement with our SdH oscillation analysis173

(see Fig. 3). It is difficult to extract a precise value for m∗hh from DFT as the band curvature changes relatively quickly as174

a function of momentum away from the Γ point. We thus set the ratio of m∗hh/m∗e = 4.6 in our low energy model, which175

qualitatively captures the flatness of the hole band at E = −72 meV at the Γ point observed in DFT (see Fig. S9). Again, the176

precise value does not affect our main conclusions. Let us emphasize that at T = 0, results of our simplified model calculation177

presented below agree with a more detailed DFT transport calculation (see Fig. S8) that takes anisotropies in momentum178

space properly into account.179

Application of uniaxial stress leads to a modification of the bandstructure. At T = 0, we can capture this change using DFT180

calculations, as presented in Fig. S9. Before describing the results, let us emphasize that the numerical DFT results depend on181

the degree to which correlations are taken into account, and have thus a rather significant degree of variance. In addition, at182

finite temperatures, other effects such as thermal expansion (under strain) may also play a role. As a result, we use the DFT183

results as an overall guidance to the strain induced parameter changes in our effective model, but do not constrain ourselves to184

the exact numerical values predicted by DFT.185

At T = 0, the changes to the DFT bandstructure induced by compressive strain (εxx = −0.2%) can to a good approximation186

be captured by a shift of the bottom (top) of the electron (hole) band and a change of the curvature around the band minima187

(maxima), corresponding to a change of the carrier’s effective masses m∗α. As shown in Table S1, the two (degenerate) electron188

bands (labelled 3 and 4) are shifting down in energy by about ∆E3,4 = −3 meV (for εxx − 0.2%), while the two (almost189

degenerate) hole bands (labelled 1 and 2) shift up by about ∆E1 = 4 meV and ∆E2 = 6 meV. Importantly, the heavy-hole190

band at the Γ point is shifting up by a much larger amount ∆Ehh = 22 meV. In our effective three-band model, we take this191

observation as a qualitative input, but quantitatively differ from the DFT values in Fig. 4 by a factor of five in ∆Ehh/∆Ee.192

The effective masses are also modified by the presence of uniaxial stress. From quantum oscillations we infer that all masses193

increase under compressive strain with slightly different but comparable rates (see Fig. 3(f)). In contrast, within DFT m∗lh194

slightly increase and m∗e slightly decrease (see Table S1). In our model calculation below, we describe a physical mechanism195

that can explain the non-monotonic behavior of ER from a strain induced change of the carrier density alone. The discrepancy196

between the change of m∗α within DFT and quantum oscillation therefore does not affect our main qualitative conclusions,197

but certainly adds quantitatively to the ER in our experiment. As the masses increase under compressive strain, this adds a198

negative contribution to the ER (see Eq. (12) below).199

A. Elastoresistivity in zero magnetic field. Let us first discuss the case of zero magnetic field B = 0. Using a semiclassical
Drude-Boltzmann approach and within the quadratic band approximation, one arrives at the well-known Drude formula for the
conductivity σα = nαe

2/(Γαm∗α), where nα is the carrier density and Γα is the scattering rate of band α. Contributions from
different bands add in parallel σ =

∑
α
σα and the total resistivity is given by ρ = σ−1. The elastoresistivity is now governed

by a sum of different contributions

1
ρ(0)

dρ(0)
dεxx

=
∑
α

σα(0)
σ(0)

[
ζ

(α)
m

m∗α
+
ζ

(α)
Γ
Γα
− ζ

(α)
n

nα

]
=
∑
α

σα(0)
σ(0)

[
−ζ

(α)
µ

µα
− ζ

(α)
n

nα

]
, [12]

where ρ(0) ≡ ρ(B = 0), σ(0) ≡ σ(B = 0) and we have introduced the strain derivatives ζ(α)
m = dm∗α

dεxx
, ζ(α)

Γ = dΓα
dεxx

and200

ζ
(α)
n = dnα

dεxx
. We also used that the mobility of band α reads µα = e/(m∗αΓα). Increasing m∗α and Γα increases the mobility µα201

and the resistivity ρ. On the other hand, increasing the carrier density nα reduces ρ. Contributions from different bands are202

weighted according to their contribution to the total conductivity.203
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To make progress and estimate dΓα/dεxx, we will use the scattering rates derived within Boltzmann theory and relate
dΓα/dεxx to changes in the density of states and the phonon properties. The scattering rate consists of a temperature
T -independent impurity part and a T -dependent phonon part due to scattering off (mainly acoustic) phonons. One finds (22)

1
Γ(α)

imp

dΓ(α)
imp

dεxx
= ζ

(α)
m

m∗α
+ 1

3
ζ

(α)
n

nα
[13]

1
Γ(α)

ph

dΓ(α)
ph

dεxx
= −ζ

(α)
m

m∗α
− 4 ζc

cs
, [14]

where ζc = dcs
dεxx

is the strain induced change of the phonon velocity. More generally, strain may affect Γ(α)
ph in a more

complicated way, for example, by modifications of the phonon polarization. Under compressive strain, one generally expects
that the acoustic phonon velocity increases (hardening) such that ζc < 0, due to a change of the Young modulus under strain.
As this is a higher order effect in the strain, we expect it to be subleading compared to the change of the carrier densities
ζ

(α)
n and the effective masses ζ(α)

m . In Eqs. (13) and (14) we have assumed parabolic and isotropic bands. A more realistic
estimate of the strain induced change, in particular of the electron-phonon scattering rate, requires detailed modeling beyond

our current work. One can therefore consider
dΓ(α)

ph
dεxx

as a phenomenological parameter of our theory. Using the Matthiessen
rule, the total scattering rate is given by Γα = Γ(α)

imp + Γ(α)
ph ], which yields the elastoresistitivy in zero field as

1
ρ(0)

dρ(0)
dεxx

=
∑
α

σα(0)
σ(0)

[
ζ

(α)
m

m∗α

(
1 +

Γ(α)
imp − Γ(α)

ph

Γα

)
+ ζ

(α)
n

nα

(
1
3

Γ(α)
imp

Γα
− 1

)
− 4 ζc

cs

Γ(α)
ph

Γα

]
. [15]

A.1. Low-temperature elastoresistivity. At low temperatures phonon scattering is negligible, Γ(α)
ph � Γ(α)

imp, and the elastoresistivity
is determined solely by electronic terms and bands that cross the Fermi energy. The behavior of the hole pocket below EF
is thus not relevant to the strain response at low temperature, assuming it is not lifted above EF . Equation (15) therefore
simplifies at low T to

1
ρ(0)

dρ(0)
dεxx

= 2
∑
α

σα
σ

(
ζ

(α)
m

m∗α
− 1

3
ζ

(α)
n

nα

)
[16]

From the analysis of the quantum oscillations, we find that both strain derivatives have the same sign ζ(α)
m , ζ

(α)
n < 0 such204

that the two effects compete with each other. Which of the two dominates depends on microscopic details. In Fig. 1c, we205

find that the sign of the elastoresistance in the low temperature regime is different for different samples, while the magnitude206

rapidly decreases at low T (see Fig. 1). We can understand the increase of the carrier density (ζ(α)
n < 0) within our effective207

three-band model description by noticing that both DFT and SdH oscillation analysis yield that the hole bands are pulled208

up in energy by strain, while the electron band is lowered. As we do not find additional SdH frequencies under strain, the209

heavy hole band remains below EF even for finite strain. As a result of the band shifts, some electrons are being redistributed210

from the light hole to the electron band, which increases the total number of carriers n = ne + nh. Note that the difference of211

electrons and holes ∆n = ne − nh remains fixed. As described in detail below in Sec. A.3, we thus find a positive contribution212

to the elastoresistivity from ζn within our model (see Fig. 4d at low temperatures).213

From the data in Fig. 3e and f, we find that ζ(α)
n and ζ(α)

m are of the same order of magnitude. It is therefore difficult to214

estimate which dominates and unambigously predict the sign. In fact, from a quantitative analysis of our SdH results we215

estimate that the strain-induced enhancement of the mass slightly dominates, which yields 1
ρ(0)

dρ(0)
dεxx

< 0. One should keep in216

mind, however, that quantum oscillations measure the cyclotron mass, which is a property of an extremal orbit, and not the217

effective mass 1/m∗i = ∂2Ek
∂ki∂ki

(or rather the velocity vi = ∂Ek
∂ki

) in the current direction i (averaged over the Fermi surface),218

which is the quantity relevant for transport (22). In fact, a more detailed microscopic DFT transport calculation predicts a219

positive slope for ρ/τ , where 1/τ = Γ, in agreement with experiment. The DFT analysis, however, neglects strain-induced220

changes in the scattering time τ .221

A.2. Intermediate temperature elastoresistivity. At higher temperatures, one must take into account not only the strain-induced222

modifications of the bandstructure right at the chemical potential µ(T ), but also further away from it within a range of kBT .223

Strain also affects the carriers in thermally (de)populated bands. This is the dominant effect in semiconductors, where strain224

leads to a redistribution of carriers among valleys with different effective masses, leading to a characteristic 1/T behavior of the225

elastoresistance (23). We indeed find such a 1/T dependence of the elastoresistance at high temperatures T & 250 K. However,226

in WTe2 the behavior is much richer due to the presence of both electron and hole carriers.227

The observed increase of the resistivity under compressive strain 1
ρ(0)

dρ(0)
dεxx

< 0 at intermediate and high T in Fig. 1c,228

corresponds to ζ(α)
n > 0, i.e., a decrease in the carrier density under compressive strain. As shown in Fig. 4 and explained in229

detail in the next section A.3 our three-band model calculation reproduces such a behavior (at intermediate temperatures)230

using the rigid band energy shift trends under strain obtained from DFT as input (see Fig. 3a and Fig. 4c). The non-monotonic231

behavior of the elastoresistivity as a function of temperature arises within our model from the fact that the heavy-hole232
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pocket contributes to transport only at finite T , where it is partially filled. Within DFT, strain lifts this pocket up in energy233

by an amount ∆Ehh that is about two times larger than the shifts ∆Elh and ∆Ee found for the other two pockets. As a234

result, the dominant effect is a redistribution of holes from the light to the heavy hole pocket, resulting in an increase of ρ at235

intermediate temperatures. The decrease of the number of light holes under strain occurs above a characteristic temperature236

kBT ≈ |µ− Ehh(εxx)| (see inset of Fig. 4c), which depends on the shift ∆Ehh = Ehh(εxx = −0.2%)− Ehh(εxx = 0) and the237

initial distance of the band edge to the chemical potential µ: |µ−Ehh(εxx = 0)|. We note that the effective mass enhancement238

observed within quantum oscillations, corresponding to ζ(α)
m < 0, adds with the same sign to the ζ(α)

n term, making the239

elastoresistance more negative.240

A.3. Details about the low-energy model calculations. Let us now describe in detail the calculation performed within the effective241

low-energy three-band model that yields the results in Fig. 4. We consider the bandstructure shown in Fig. 4(a), which242

describes three parabolic bands with energies Eα(k) = ±k2/(2m∗α)− Emin
α . Here, the + sign is chosen for the electron band243

α = e and the − is chosen for the two hole bands α = lh, hh. Using input from DFT, we choose the following numerical values244

for the effective masses m∗e = m∗lh = 0.22m∗hh and band energy minima Emin
lh = Emin

hh = 0 and Emin
e = 0.5 in the absence of245

strain. The bands are assumed to have a bandwidth of Wlh = We = 1 and Whh = 0.5. We note that this corresponds to the246

top of the hole bands being located at Emax
lh = Emin

lh +Wlh = 1 and Emax
hh = Emin

hh +Whh = 0.5. These values for the band247

edges and widths leads for the appropriate electron filling to a Fermi surface topology that agrees with the one found within248

DFT and ARPES. Since the almost perfect compensation of carriers does not play a role in the effect we describe, we do not249

fine tune the parameters to be in that regime. Note that we set m∗e/m∗ls = 1 for simplicity, which agrees well with our SdH250

oscillation analysis but deviates from the value of 1/2 found within DFT.251

The density of states for the respective bands in three-dimensions reads

glh(E) =
√

2(m∗lh)3/2

π2

√
Wlh − E [17]

ge(E) =
√

2(m∗e)3/2

π2

√
E − Emin

e [18]

ghh(E) =
√

2(m∗hh)3/2

π2

√
Whh + Emin

hh − E [19]

with energies Emin
α ≤ E ≤ Emin

α + Wα. We choose a total electronic filling fraction of nel = 0.77, which corresponds to a252

chemical potential at zero temperature of µ(T = 0) = 0.56Wlh, shown as the dashed vertical line in Fig. 4(b). This is chosen253

to result in a Fermi surface topology consistent DFT and ARPES. As noted above, the almost perfect compensation of the254

number of electrons and holes is not important in our model to reproduce the experimental behavior and we therefore do not255

fine tune the parameters to correspond to this regime. Note that the heavy-hole band lies below the chemical potential, so the256

T = 0 Fermi surface consists of one hole and one electron pocket. The chemical potential increases as a function of temperature257

and reaches a value of µ(T = 0.1Wlh) = 0.63Wlh. Here and in the following we express all energies in units of the light-hole258

bandwidth Wlh.259

The application of strain is modelled as rigid band shifts260

Emin
α (εxx) = Emin

α (εxx = 0) + ∆Eα(εxx) . [20]261

Drawing upon our DFT results, we assume that the electron band is lowered in energy, while the two hole bands shift up. As262

only relative energy shifts matter, we measure energy shifts with respect to the light-hole band, and use the following parameters263

∆Elh = 0, ∆Ee = −4× 10−3Wlh and ∆Ehh = 4× 10−2Wlh for a particular strain value εxx. By assuming that these rigid band264

shifts are caused by the experimental strain value of εxx = −0.2% and by comparison to DFT, we can express the light-hole265

bandwidth energy scale in eV as Wlh ' 0.4 eV. This follows from our findings in DFT that ∆Ehh(εxx = −0.2%) ≈ 16 meV, ,266

relative to the shift of the light-hole pocket, (see Fig. S9) and thus Wlh = 16 meV/0.04 = 0.4 eV. Room temperature thus267

roughly corresponds to 300 K ' 0.06Wlh. We note that the ratio of the band shifts ∆Ehh/∆Ee we use are about five times268

larger than the DFT prediction. Importantly, the qualitative outcomes of our calculation are robust to choosing smaller shift269

values. In particular, the non-monotonic behavior of ER also occurs for shifts that are equal to the DFT predictions, as long270

as the final position of the hh band is within a range of kBT of the chemical potential µ(T ). In this case, however, the ER271

may not experience a sign change that could be attributed to the ζn contribution alone, as the ER value at T = 0 is too large.272

In order to reproduce the sign change of ER for these smaller shifts, we would have to invoke contributions arising from the273

strain-induced change of effective masses ζm, which we find to be negative from experiment at low temperatures.274

We now demonstrate that one can obtain a non-monotonic behavior of ER as a function of T from the temperature
dependence of the strain induced change of the carrier density ζn(T ) in Eq. (12) alone. The elastoresistivity 1

ρ(0)
dρ(0)
dεxx

is
calculated starting from Eq. (12). Focusing on the ζn term, we first need to calculate the number of carriers in the respective
bands nα as a function of temperature T :

nα∈{lh,hh}(T ) =
∫ Wα+Emin

α

0
dE gα(E) [1− nF (E, T, µ)] [21]

ne(T ) =
∫ We+Emin

e

0
dE ge(E)nF (E, T, µ) . [22]
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Here, nF is the Fermi function. The results for the carrier densities nα(T ) as a function of temperature with and without275

strain are shown in Fig. 4(c). The contribution of the change of carrier densities to the elastoresistivity for a given value of276

∆εxx is then given by (see Eq. (12))277

1
ρ

∆ρ
∆εxx

∣∣∣
ζn

= −
∑
α

σα
σ

∆nα
∆εxx
nα

= −
∑
α

∆nα
∆εxx

nα + Γα
Γβ

m∗α
m∗
β
nβ + Γα

Γγ
m∗α
m∗γ

nγ
[23]278

with ∆nα = nα(εxx 6= 0)− nα(0) and α 6= β 6= γ. For simplicity, we use Γα/Γβ = m∗α/m
∗
β , which holds if impurity scattering279

is dominant (22) and approximates the ratio of Fermi velocities by v(α)
F /v

(β)
F ≈ m∗β/m∗α. Using the carrier densities nα(T ) and280

the change in the carrier densities ∆nα(T ) due to strain εxx shown in Fig. 4(c), we obtain 1
ρ

∆ρ
∆εxx

∣∣∣
ζn

shown in Fig. 4(d). We281

emphasize again that we use ∆εxx = −0.2% in the calculation.282

Let us now turn to the results of our model calculations. At T = 0, we observe that nhh = 0 both with and without283

strain, because the hh band remains below EF . Electrons solely move from the lh to the e band, resulting in an increase of284

both electron and hole carrier densities ∆ne > 0 and ∆nlh > 0. Note that nα refers to the number of carriers in band α,285

which corresponds to electrons for α = e and to holes for α = lh, hh. Due to the increase in carrier density, the resisitivity is286

decreasing under the rigid band shift we consider. As this is caused by compressive strain εxx < 0, the ER, which is a slope,287

is therefore positive. This description remains valid at low temperatures as long as kBT < |µ − Ehh(εxx)|, where µ is the288

chemical potential.289

As the temperature increases beyond that value, the behavior of ER changes as the hh band energy Ehh is shifted to within290

a range of kBT of the chemical potential: kBT ≈ |Ehh(εxx)− µ|. This occurs at a characteristic temperature Thh ≈ 0.01Wlh291

for the parameters we have chosen (see inset of Fig. 4(c)). Above this temperature, we find that the hh band is populated by292

holes in the presence of strain nhh(εxx = −0.2%, T > Thh) > 0. As the hh band is flat and its density of states is much larger293

than the one of the lh band, ghh > glh, holes will move from the lh to the hh band and ∆nlh < 0 for T > Thh (see inset of294

Fig. 4(c)). As a result the ER will decrease and eventually change sign. This occurs because in the expression for the ER295

in Eq. (23) the change of carrier density ∆nα is weighted by the individual conductivity of the carrier type σα (see middle296

equation). Due to the large effective mass of the hh carriers, σhh is small and even though nhh increases due to strain, the effect297

on the resistivity is small. Instead, the dominant effect on the resistivity is that ∆nlh < 0, which results in a decrease of ER.298

This effect competes with the increase of ∆ne > 0, which occurs due to the lowering of the e band by strain and the resulting299

flow of electrons from the lh to the e band. This increase of e carriers continues to contribute positively to ER, but as shown300

in Fig. 4(d) this contribution is smaller than the negative one arising from ∆nlh < 0 as long |σlh∆nlh/nlh| > |σe∆ne/ne|.301

Importantly, we associate this non-monotonic behavior of ∆nlh(T ) as a function of T as the main origin of the non-monotonic302

behavior of ER that we observe experimentally. Finally, let us emphasize that our model calculations yield a non-monotonic303

behavior of ER within the range 0 < T/Wlh < 0.06 (see Fig. 4(d)), which corresponds to the range between T = 0 and room304

temperature T ≈ 300 K. This agrees with the temperature range, where this phenomenon is observed experimentally.305

B. Elastoresistance in finite magnetic field. Let us now turn to the analysis of the magneto-elastoresistance (MER), i.e., the306

elastoresistance in finite magnetic field:307

MER(T,B) ≡ 1
R(T,B, εxx = 0)

d[∆R(T,B, εxx)]
dεxx

∣∣∣∣
εxx=0

, [24]308

where ∆R = R(εxx)−R(εxx = 0). Experimentally, as shown in Fig. 2, we observe a rich behavior that can be described as309

follows: at high temperatures, where the magnetoresistance (MR) vanishes, the magneto-elastoresistance (MER) follows the310

zero-field elastoresistance (ER). At lower T , when the (non-saturating) MR first becomes finite and then exceptionally large, we311

find an increase of the MER proportional to B2 (at small B fields). At temperatures T . 50 K, the observed increase of MER312

as a function of B crosses over into saturation at a positive plateau value. The saturation value of MER and the saturation field313

strength B1 both increase as the temperature is lowered. As we show below, the saturation field scale B1 can be associated314

with the coefficient of the quadratic B-field dependence of the non-saturating MR, and our findings of B1 are in agreement with315

previous MR measurements. At the lowest temperatures T < 10 K, where MR exhibits SdH oscillations, the MER exhibits a316

delicate and strong dependence on the magnetic field, ranging from MER(T0, B) = +120 to MER(T0, B
′) = −80 in the field317

range of less than one Tesla: |B −B′| ≈ 0.5 T (see Fig. 2).318

B.1. MER in quantum regime at low temperatures. The interesting behavior of MER quantum oscillations in the quantum regime can319

be straightforwardly understood from the strain-induced change of the SdH oscillation frequencies that we have experimentally320

observed. It occurs due to change in size of the extremal orbits (see Sec. 4 in the SI for more details). We find that the orbits321

increase under compressive strain, which is in agreement with predictions of the three-band model using ∆Eα from DFT as322

input. Incresing orbits correspond to an increase of carrier densities at low temperatures. At fixed temperature and field, strain323

can move the minima and maxima of the oscillating resistance such that a position close to the maximum of a SdH oscillation324

in zero strain becomes a position close to a minimum. This results in a large change of the resistance (see Fig S3). The reverse325

situation can occur at nearby B-field values, which explains the sign change of ∆Rεxx,B when B is tuned over a small range.326
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Fig. S9. DFT calculation of band structures DFT band structure for strain (εxx) at 0 (blue line) and -0.2 % (red line) along Γ-X and Z-U. Band 1 and 2 are the hole bands
and band 3 and 4 are the electron bands in Fig. 3. Another set of electron bands (5 and 6) along Z-U are also close to Fermi level. The label i/j means the and i and j overlap
with each other and have the same dispersion in the specific pocket region. The label i′ means the second pocket region is also of interest because it is near the Fermi level.

Table S1. DFT results of curvature and edge for each band in the pocket regions fitted to parabolics (see numeric label in Fig. S9). The
curvature of band 1, 2 and 3/4 along Γ − X are the inverse of effective mass for lh and e. In the low-energy model, we set these two effective
masses to be approximately equal for simplifty.

Curvature ( eV A2 ) 1 2 3’ 3/4 5/6
εxx = 0.0 % -18.4 -19.2 26.6 35.8 15.1
εxx = -0.2 % -16.9 -18.2 28.1 37.1 15.4
Edge ( eV ) 1 2 3’ 3/4 5/6
εxx = 0.0 % 0.028 0.033 0.024 -0.068 0.012
εxx = -0.2 % 0.032 0.039 0.026 -0.071 0.010

B.2. MER in semiclassical regime at intermediate temperatures. We will now show that the observations in the intermediate tempera-
ture regime 10 K < T < 200 K can be qualitatively captured within a semiclassical two-band model description (25) of electron
and hole carriers, where the resistivity takes the well-known form

ρ(B) = ρ(0)1 + eρ(0)(neµh + nhµe)µeµhB2

1 + [eρ(0)µeµh(ne − nh)B]2 = ρ(0) 1 + (B/B1)2

1 + (B/Bsat)2 . [25]

As above, the zero field resistivity is given by ρ(0) ≡ ρ(B = 0) =
(∑

α
σα
)−1 with conductivities σα = enαµα. The mobilities

read µα = e/(m∗αΓα) and we have defined the characteristic magnetic field strengths

B1 = [eρ(0)(neµh + nhµe)µeµh]−1/2 [26]
Bsat = (eρ(0)µeµh|ne − nh|)−1 . [27]

It was shown in previous studies that the carrier compensation in WTe2 is almost perfect and ∆n = ne − nh is very small (26).327

As a result, MR exhibits purely quadratic dependence on magnetic field with no signs of saturation. The magnetic field range328

we consider B < 14 T therefore lies in the “intermediate” field regime with B1(T ) < B < Bsat(T ).329

Starting from Eq. (25) the difference between the elastoresistance at finite and zero magnetic field can be calculated to

∆MER ≡ 1
ρ(B)

dρ(B)
dεxx

− 1
ρ(0)

dρ(0)
dεxx

= − 2(B/B1)2

1 + (B/B1)2
1
B1

dB1

dεxx
+ 2(B/Bsat)2

1 + (B/Bsat)2
1

Bsat

dBsat

dεxx
. [28]

For small magnetic fields, ∆MER varies quadratically with field and reaches a (first) saturation plateau when B & B1. The330

sign of the quadratic dependence and of the saturation plateau depend on the strain derivative of B1. Experimentally, we331

observe an in increase of ∆MER with field and a positive saturation value, corresponding to dB1/dεxx > 0. At higher fields,332

B ≈ Bsat, ∆MER is predicted to vary quadratically with field again, until it finally reaches a (second) saturation plateau when333

B � Bsat. Since Bsat in WTe2 is larger than the field strengths that we consider, this regime is inaccessible in our experiment,334

and we only observe the initial increase and the first saturation plateau.335

To relate the strain derivative of the two characteristic field strengths dB1/dεxx and dBsat/dεxx to microscopic parameters,
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Fig. S10. ∆MER data and simulation a, the magnetic field (B) dependence data of ∆MER ≡ ER(B)− ER(0) at 50 K (blue), 70 K (orange) and 90 K (green); b, the same
data as in panel (a) plotted versus B2 on x-axis; c, model prediction for ∆MER using (first term of) Eq. (28). Curves are normalized to their saturation value and value for
B1(T ) is extracted from MR data of Ref. (24). Different curves correspond to temperatures of 50 K (blue), 70 K (orange) and 90 K (green); d results of panel (c) plotted versus
B2 on x-axis.

we take derivatives of Eqs. (26) and (27) and obtain in the general case

1
B1

dB1

dεxx
= − 1

2ρ(0)
dρ(0)
dεxx

− 1
2B

2
1eρ(0)µeµh

[(
ζ

(e)
n

ne
+ ζ

(e)
µ

µe
+ 2ζ

(h)
µ

µh

)
nenh +

(
ζ

(h)
n

nh
+ ζ

(h)
µ

µh
+ 2ζ

(e)
µ

µe

)
nhµe

]
[29]

1
Bsat

dBsat

dεxx
= − 1

ρ(0)
dρ(0)
dεxx

−
∑
α

ζ
(α)
µ

µα
=
∑
α

[
σα(0)
σ(0)

ζ
(α)
n

nα
− σᾱ(0)

σ(0)
ζ

(α)
µ

µα

]
, [30]

where ᾱ = e(h) for α = h(e). While this general expression for dB1/dεxx in Eq. (29) is complicated, it simplifies considerably
under the assumption that electron and hole mobilities are equal µe ≈ µh ≡ µ. This assumption is approximately satisfied in
WTe2 (27). Approximating µe ≈ µh ≡ µ, one finds

1
B1

dB1

dεxx
= −ζµ

µ
. [31]

An important consequence of this result is that ∆MER directly probes the strain-induced change of the mobility

∆MER = 2ζµ
µ

(B/B1)2

1 + (B/B1)2 −−−−→B�B1

2ζµ
µ

[32]

for B � Bsat. The saturation value of ∆MER is a direct measurement of ζµ/µ under the assumption µe ≈ µh ≡ µ. We find336

that this saturation value is positive for all temperatures, but decrases as temperature is increased. This is in qualitative337

Na Hyun Jo, Lin-Lin Wang, Peter P. Orth, Sergey L. Bud’ko and Paul C. Canfield 15 of 17



agreement with an analysis that relies on the previous expressions for dΓ(α)
imp/dεxx and dΓ(α)

ph /dεxx in Eqs. (13) and (14) using338

input from DFT and quantum oscillations that ζ(α)
m , ζ

(α)
n < 0 at low temperatures. We can thus understand the decrease of the339

saturation value as coming from the increasing importance of phonon scattering, which adds a negative contribution to ζµ/µ340

from the term increase of the phonon velocity under strain ζc/cs < 0.341

It is worth emphasizing that the saturation plateau of the MER measures a different combination of strain derivatives as the342

zero field ER (see Eq. (12)). In particular, it does not explicitly depend on the change of carrier density ζ(α)/nα. Combining343

measurements in zero and finite magnetic field thus allows us to gain more insight into the electronic response of the material344

under strain. Let us discuss one particular example. We find that the saturation value of MER at large fields B � B1 is345

positive for all T , while ER changes sign as a function of T . This contrasting behavior can be traced back to a non-monotonic346

behavior of the strain-induced change of the carrier densities ζ(α)
n as a function of T as opposed to ζ(α)

m , ζ
(α)
Γ , or ζ(α)

µ . This347

follows from the fact that the derivative ζ(α)
n explicitly only occurs on ER, but not in the saturation value of MER, which348

measures ζ(α)
µ .349

Finally, we note that at even larger field strengths of B � Bsat beyond the regime studied here, the semiclassical analysis350

predicts that ∆MER reaches another saturation plateau whose value depends on yet another combination of strain derivatives351

(see Eq. (30))352

lim
B�Bsat

∆MER = 2
∑
α

[
σα(0)
σ(0)

ζ
(α)
n

nα
− σᾱ(0)

σ(0)
ζ

(α)
µ

µα

]
, [33]353

where ᾱ = e(h) for α = h(e). Interestingly, the strain derivative of the carrier density ζ(α)
n now occurs with the opposite sign354

than at zero field, predicting a sign change if this is the dominant effect, as we believe to be the case in WTe2. Note that in355

deriving Eq. (33) we have used that the compensation level ∆n cannot be tuned by strain due to charge conservation, as long356

as the quadratic band approximation is valid.357
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