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Detailed sample information for the international dataset 

The Utrecht sample: 

Patients with chronic schizophrenia were diagnosed according to the Diagnostic and Statistical Manual of 

Mental Disorders, Fourth Edition (DSM-IV) criteria (1) by an independent psychiatrist using the 

"Comprehensive Assessment of Symptoms and History (CASH)" (2). This study was approved by the 

Humans Ethics Committee of the University Medical Center Utrecht with written informed consent 

obtained from the all participants (3). 

The Göttingen sample: 

Patients were recruited from the Department of Psychiatry and Psychotherapy, University Medical 

Center Göttingen. They met the diagnostic criteria of schizophrenia according to DSM-IV (1). Patients 

who had substance abuse within the last month, cannabis abuse within the last 2 weeks, past or present 

substance dependency, somatic or mental disorders that would interfere with the protocol, acute 

suicidal tendency or an inability to give written consent were excluded (4). 

The Groningen sample: 

Diagnosis of schizophrenia was established based on the DSM-IV criteria (1), confirmed by a Schedules 

for Clinical Assessment in Neuropsychiatry (SCAN) interview (5). Exclusion criteria included a personal or 

family history of epileptic seizures, a history of significant head trauma or neurological disorder, the 

presence of intracerebral or pacemaker implants, inner ear prosthesis or other metal 

prosthetics/implants, severe behavioral disorders, current substance abuse, and pregnancy (6). The 

study was approved by the Institutional Review Board of the University Medical Center Groningen. 

The Lille sample: 

Patients were diagnosed with schizophrenia according to the DSM-IV-TR criteria (7). All patients 

routinely presented frequent (more than 10 per day) and resistant hallucinations as evaluated with item 

P3 of the PANSS. The exclusion criteria included the presence of an Axis-II diagnosis, secondary Axis-I 

diagnosis, neurological or sensory disorder, and a history of drug abuse, which was based on a clinical 

interview and urine tests that were administered at admission. The study was approved by the local 

ethics committee (CPP Nord-Ouest IV, France).Written informed consent from each patient was 

obtained (8).  
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The Munich sample: 

All participants provided informed consent in accordance with the Human Research Committee 

guidelines of the Klinikum Rechts der Isar, Technische Universität München. Patients with a diagnosis of 

schizophrenia based on the Structured Clinical Interview for DSM-IV (SCID-I German version) were 

recruited from the Department of Psychiatry, Klinikum Rechts der Isar, TU München. Exclusion criteria 

were current or past neurological or internal systemic disorder, current depressive or manic episode, 

substance misuse (except for nicotine) and cerebral pathology on MRI (9,10).  

The Albuquerque sample： 

This dataset was collected and shared by the Mind Research Network and the University of New Mexico 

funded by a National Institute of Health Center of Biomedical Research Excellence (COBRE; 

http://fcon_1000.projects.nitrc.org/indi/retro/cobre.html). Patients with schizophrenia were diagnosed 

based on DSM-IV using the Structured Clinical Interview used for DSM-IV axis I disorders (SCID). 

Informed consent was obtained from participants at the University of New Mexico. All patients were 

chronic and with relatively well-treated symptoms by a variety of antipsychotic medications (no 

medication changes in 1 month). Those patients with a history of neurological disorder, head trauma 

with loss of consciousness greater than 5 min, mental retardation, active substance dependence or 

abuse (except for nicotine) within the past year, current use of mood stabilizers, history of dependence 

on PCP, amphetamines or cocaine, or history of PCP, amphetamine, or cocaine use within the last 12 

months were excluded (11).  

The Wayne State sample:  

Diagnosis of schizophrenia was established according to the DSM-V criteria (12) using the Structured 

Clinical Interview used for DSM-V axis I disorders. The Wayne State University Institutional Review Board 

approved all experimental procedures, and written informed consent was obtained from each patient. 

All patients were on stable antipsychotic treatments with either first generation, second generation 

antipsychotics or a combination of both. Exclusion criterion: (i) significant history of, or current medical 

or neurologic illness requiring systemic treatment; (ii) neurologic disorders, including head injury with 

loss of consciousness; (iii) Significant drug or alcohol use in the previous month or meeting DSM-V 

criteria for substance Abuse; (iv) meeting the DSM-V criteria for schizoaffective disorder or any other 

psychotic disorders other than schizophrenia; (v) co-morbidity for any (major) DSM-V Axis I diagnosis. 
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The Aachen sample: 

Patients were diagnosed with schizophrenia according to the DSM-IV criteria (1) using the German 

version of the Structured Clinical Interview for DSM Disorders (SCID) by attending psychiatrists. Any 

patients with past or current presence of secondary Axis-I diagnosis, neurological or sensory disorder, 

and a history of drug abuse were excluded. The study was approved by the ethics committee of the 

Medical Faculty of the RWTH Aachen University with written informed consent obtained (13,14).  

The Singapore sample: 

Patients were diagnosed with schizophrenia according to the DSM-IV criteria (1) using the Structured 

Clinical Interview for DSM-IV Axis I disorders-Patient Edition (SCID-P) (15) by the treating psychiatrist. 

Participants were free from a history of neurological illness or a diagnosis of alcohol or drug misuse in 

the past three months based on DSM-IV criteria (1). All patients were on a stable dose of antipsychotic 

medication for at least 2 weeks, and none had medication withdrawn for the purpose of the study (16).  

    Detailed clinical characteristics for the international sample can be found in Table S1. 
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Supplemental Methods and Results 

 

Methodological details and model evaluation strategies for OPNMF 

Non-negative matrix factorization (NMF) produces a factorization that both of the factors (basis vectors) 

and the factor-loadings contain no negative elements. This parts-based learning approach models data 

by additive combinations of non-negative basis vectors, making the factorization results can be 

intuitively interpreted. NMF and its variants have been widely used in recent biomedical studies, 

including metagene discovery, functional characterization of genes, identification of structural brain 

networks, and cancer subtypes stratification (17-20). The present study is the first practice of applying 

this promising method to the PANSS data in psychosis to discover the latent dimensional structure of 

psychopathology. NMF is typically achieved by solving the following energy minimization problem: 

 

min ‖𝑉𝑉 −𝑊𝑊𝑊𝑊‖𝐹𝐹 

𝑠𝑠. 𝑡𝑡.𝑊𝑊 ≥ 0; 

 

where W is the basis matrix (m attributes × r latent factors) containing the parts information. H is the (r 

factors x n data instances) matrix containing the loading coefficients, when used together with W, 

approximate the data matrix V. 

Upon the above initial NMF algorithm, many studies have been devoted to developing diversiform 

extensions of NMF with different constraints to achieve specific practical purposes. One of the principal 

aspects and what we are most interested in factorizing the PANSS data is to expect a sparse 

representation of schizophrenia psychopathology. Sparsity representation could provide almost 

clustering like structure that facilitates the determination of item-assignment to specific dimensions but 

also retain the weights information of an item in belonging to each of the dimensions. Moreover, we 

would expect that the current defined factor-structure can be generalized to novel samples. In these 

considerations, we adopted a variant of NMF, namely the orthonormal projective NMF (OPNMF) (20), to 

discover the latent structure of the PANSS. This method differs from the original NMF in that it replaces 

the loading matrix by the inner product of the basis vectors and the input data matrix, making OPNMF to 

be projectable [i.e., H =WTV, and thus the dictionary W (basis matrix) can be readily generalized to new 

data]. Due to the projective constraint in OPNMF, the loading coefficients are not free variables any 



Chen et al. Supplement 

8 

more, which facilitates each factor to focus on specific parts of the data, leading to factors that are 

sparse, overlap less and are naturally more orthogonal. This is important as we could extract more 

compact and homogeneous latent factors from the PANSS data. The additional orthonormality 

constraint promotes the orthogonality between the learned factors. Sparsity is of great importance in 

signal decomposition and biological interpretation (21) and has been associated with improved 

generalizability (22). In contrast to other NMF variants to achieve sparsity, OPNMF does not involve any 

regularization terms or trade-off parameters, but is still able to learn more spatially localized, 

parts-based representations of the imported data patterns. Importantly, by enforcing the orthonormality 

constraint, the multiplicative update step becomes simpler which leads to less computational expense. 

This allows us to converge better to a local minimum and facilitates the implementation of various 

cross-validation and out-of-sample generalization evaluations to get a stable and robust pattern of the 

latent factor structure of the PANSS. 

 

The whole optimization process for OPNMF is to minimize the reconstruction error measured by 

frobenius norm between the input data matrix V and its estimate by only updating the basis matrix W: 

 

min ‖𝑉𝑉 −𝑊𝑊𝑊𝑊𝑇𝑇𝑉𝑉‖𝐹𝐹 
      𝑠𝑠. 𝑡𝑡.𝑊𝑊 ≥ 0; WWT=I 

 

where matrix W conveys factor information in each column with respect to the co-occurrence properties 

of the PANSS items which has a size of m (item) x r (r is the number of the estimated factors with each of 

the r columns defining a psychopathological dimension). Entry wij of W is the coefficient of item i in 

factor j. WWT is the projection matrix, on which the matrix V can project to yield a subspace so that to 

approximate itself. In this form, the loading matrix H is replaced by WTV so that the basis matrix W can 

be used to represent new data. The orthonormality constraint of WWT=I requires W to be an 

orthonormal matrix, and the orthogonality between the vectors in the learned W yields sparse factors, 

i.e., dimensions of psychopathology. H then encodes the symptomatology of a given patient along the 

dimensions spanned by the basis matrix W, which has a size of r x n (each of the n columns represents 

the expressed symptomatic severity for a patient corresponding to the r factors defined in W) with entry 

hjk represents the expression level of factor j in patient k that can be used for patient-centric analyses, 

e.g., clustering patients into subtypes. 
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The non-convex problem was approached by iteratively performing the below multiplicative update rule:  

   

𝑊𝑊𝑖𝑖𝑖𝑖 = 𝑊𝑊𝑖𝑖𝑖𝑖
(𝑉𝑉𝑉𝑉𝑇𝑇𝑊𝑊)𝑖𝑖𝑖𝑖

(𝑊𝑊𝑊𝑊𝑇𝑇𝑉𝑉𝑉𝑉𝑇𝑇𝑊𝑊)𝑖𝑖𝑖𝑖
 

 

This update rule guarantees the positivity of the estimated factors, while monotonically decreasing the 

energy towards attaining a local optimum. Proofs of convergence have been presented in detail in 

previous literature (23,24). 

       Choose of initialization method is important since a suitable initialization of W will facilitate fast 

convergence. Non-negative singular value decomposition (NNSVD) was employed here as the 

initialization strategy (25), which has the superiorities of reduced residual error, faster convergence than 

using random initialization (25), and most critically, renders the final non-negative decomposition to be 

deterministic. 

 

Model evaluation for selecting the optimal number of factors 

To determine the most robust, stable and generalizable factor model as a dimensionality reduced 

conceptualization of schizophrenia psychopathology, a sophisticated evaluation scheme was developed. 

Specifically, we employed three different data perturbation manners of split-half, bootstrap and 10-fold 

cross-validation to assess the resulting factor-models in two aspects (i.e., stability and generalizability). 

Of note, the below demonstrations are based on split-half cross-validation on each of the PHAMOUS and 

international samples independently, while the bootstrap and 10-fold cross-validation procedures on the 

respective samples, as well as the between-sample bootstrap-based comparison (PHAMOUS vs. 

international) analysis, are noted briefly in the “Methodological notes for bootstrapping and 10-fold 

cross-validation based evaluations” section with an emphasis on the points that are different from the 

split-half strategy.  

In summary, the set of columns of the original item by patient matrix is randomly split into two 

independent sets of equal length. Then, OPNMF was performed on the ensuing two-half submatrices 

and each item was assigned to a certain factor for the submatrices. Three evaluation indices were 

calculated based on the similarities of item-assignment (adjusted Rand index [aRI], variation of 

information [VI], and Jaccard index [JI]), and one index (i.e., the concordance index [CI]) was based on 
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the whole entries of the basis matrix W (here instead of using the hard-assignment results of the items 

based on the entries of W, CI was calculated based on the initial values within W) between the two 

submatrices to demonstrate stability. Generalizability was evaluated by measuring increase in 

out-of-sample reconstruction error. 

 

Overview 

1. Stability:  

A. based on hard-assignment of the items to specific factors (as a natural clustering).Three evaluation 

indices of aRI, JI and VI were employed to reflect how similar of the factor-label assignment for each 

item and item-pair grouping between the two split samples in each split-half realization. 

B. based on the initial values of the all entries in the basis matrix W. Since an item can be influenced by 

multiple dimensions and may have small contributions to other factors (low coefficients loaded on other 

factors besides the one an item is assigned to), the CI which reflects the concordance of the cosine 

similarity for each pair of the PANSS items between the factorizations of split-samples was thus 

employed to account for the items with multiple factor-memberships. 

2. Generalizability (indicates how well novel data can be compressed by a given dictionary): 

Generalizability is assessed by measuring increase in out-of-sample reconstruction error. The 

reconstruction error is the absolute differences between the reconstructed matrix and the original data 

matrix. The out-of-sample increased reconstruction error refers to how much worse the matrix is 

reconstructed relative to the original data matrix by the dictionary (basis matrix) obtained from 

model-unseen sample comparing to the reconstruction error calculated by the matrix recovered from 

the within-sample dictionary. 

 

Detailed implementation of the above evaluation processes for split-half cross-validation is presented as 

follows： 

Stability evaluation 

1.A Stability based on hard-assignment of the PANSS items 

Decomposition of the data matrix V results in two matrices, i.e. with the loading matrix WTV we can 

cluster on it using cardinal clustering methods to identify the subtypes of schizophrenia patients 

according to their differential symptomatic expressions; the basis matrix W is exactly the factorization 
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results encoding the latent symptomatic dimensions of the PANSS. In this section, we focused on the 

basis matrix W to evaluate how many factors give the best low-dimensional presentation of the 30-item 

PANSS in schizophrenia. As that conducted in previous literature (26), we categorized the items into k 

factors based on the largest coefficients. Specifically, item j is placed in factor i if the wij is the largest 

entry in column i. 

After assigning each item to a specific factor, we can choose the optimal K by using some 

well-established evaluation indices. First, the Jaccard index (JI) (27) was employed, which reflects the 

similarity between the factor-label assignment results from the factorizations of the two split-samples. 

The value of JI is computed as follows:  

 

𝐽𝐽𝐽𝐽 =
|𝐹𝐹1 ∩ 𝐹𝐹2|
|𝐹𝐹1 ∪ 𝐹𝐹2| =

|𝐹𝐹1 ∩ 𝐹𝐹2|
|𝐹𝐹1| + |𝐹𝐹2| − |𝐹𝐹1 ∩ 𝐹𝐹2| 

 

where F1 and F2 represent the item-assignment results from factorizations of the respective two split 

submatrices. The JI value is derived as the ratio of the number of factor-assignment for the items 

common to both submatrices, divided by the total number of items present in both submatrices minus 

the numerator term. In this, JI value is bounded between 0 and 1, where a value of 1 indicates perfect 

correspondence between the item-assignment results of the two split halves, while 0 refers to no 

similarity. 

 

A second metric of aRI (28) was further employed to complement JI by assessing the precision of data 

point assignment to the correct community, which better addresses specificity. ARI is a modified version 

of RI, which is adjusted for the chance placement of elements (i.e., penalizes for the placement of two 

data points from different true communities into the same community) and thus is stricter than RI with 

improved discrimination. The aRI can yield a value between -1 and +1, which has expectation 0 under the 

null hypothesis of randomness (the point assignment performance equivalent to random placement), 

and the negative values will happen if the index is less than the expected index. In our case, aRI was used 

as a measure of correspondence between the factorizations derived from the two split-samples, which is 

based on PANSS item-pair assignment to the factors. Higher values of aRI indicate better 

correspondence of item-pair placement between the two factor-models derived in one split-half 

realization, and a value of 1 represents identical item assignment. The equation is given as follows:   
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𝑎𝑎𝑎𝑎𝐽𝐽 =
𝐽𝐽𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 − 𝐸𝐸𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝑡𝑡𝐼𝐼𝐼𝐼𝐽𝐽𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

𝑀𝑀𝑎𝑎𝐼𝐼𝐽𝐽𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 − 𝐸𝐸𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝑡𝑡𝐼𝐼𝐼𝐼𝐽𝐽𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼
 

 

Assuming that we have two factorizations of F1 and F2, and let denote the labels of the items for the two 

factorizations with F1 = { f1 } and F2 = { f2 } 

 

𝑎𝑎𝑎𝑎𝐽𝐽 =  
∑ �𝑛𝑛𝑖𝑖𝑖𝑖2 �𝑖𝑖j − �∑ (𝑎𝑎𝑖𝑖2 )𝑖𝑖 ∑ (𝑏𝑏𝑖𝑖2 )j �/�n2�

1
2
�∑ (𝑎𝑎𝑖𝑖2 )𝑖𝑖 + ∑ (𝑏𝑏𝑖𝑖2 )j � − �∑ (𝑎𝑎𝑖𝑖2i )∑ (𝑏𝑏𝑖𝑖2 )𝑖𝑖 �/�n2�

 

 

where nij, ai, bj are values from the contingency table, nij denotes the number of item-pairs placed in 

common factors between factorizations F1 and F2 of which the items belong to the i-th factor of F1 and 

to the j-th factor of F2 

 

𝐼𝐼𝑖𝑖𝑖𝑖 = |𝑓𝑓1 ∩ 𝑓𝑓2| 

 

𝑎𝑎𝑖𝑖 = � 𝐼𝐼𝑖𝑖𝑖𝑖
𝑖𝑖

 

 

𝑏𝑏𝑖𝑖 = � 𝐼𝐼𝑖𝑖𝑖𝑖
𝑖𝑖

 

 

ai refers to the number of items in i-th factor of F1, bj refers to the number of items in j-th factor of F2, n 

= ai= bj. We computed the mean and median aRI across all split-half replications for each factor number 

k.   

 

Besides the aforementioned two indices, we finally employed an information theory based criterion 

named variation of information (VI) (29) to estimate the stability of the factor solutions. This index has 

been widely used in the determination of optimal cluster number for cardinal clustering analyses in 

many biomedical studies (30). VI reflects the dissimilarity of item-assignment by quantifying the 

differential information between the two factor-solutions of split samples. By given the two split 

submatrices in one split-half realization, we compared the item-assignment results for the factorization 
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of one half sample (F1) to that derived from the other half (F2) with each k using the VI metric defined as 

follows: 

 

𝑉𝑉𝐽𝐽𝑘𝑘(𝐹𝐹1,𝐹𝐹2) = 𝑊𝑊𝑘𝑘(𝐹𝐹1) + 𝑊𝑊𝑘𝑘(𝐹𝐹2) − 2𝐽𝐽𝑘𝑘(𝐹𝐹1,𝐹𝐹2) 

 

𝑊𝑊𝑘𝑘(𝐹𝐹1) and 𝑊𝑊𝑘𝑘(𝐹𝐹2) are the entropies (the amount of information, here refers to the complexity of 

the hard-assignment results, i.e. larger factor number relates to higher complexity) of the 

hard-assignment results for the two split samples and Ik (F1, F2) is their mutual information (i.e., how 

much information one hard-assignment solution gives about the other). Hk and Ik can be computed as 

follows: 

 

𝐽𝐽𝑘𝑘(𝐹𝐹1,𝐹𝐹2) = � � 𝑃𝑃(𝑘𝑘1, 𝑘𝑘2) ⋅ 𝑙𝑙𝑙𝑙𝑙𝑙
𝑃𝑃(𝑘𝑘1, 𝑘𝑘2)
𝑃𝑃(𝑘𝑘1)𝑃𝑃(𝑘𝑘2)

𝐾𝐾

𝑘𝑘2=1

𝐾𝐾

𝑘𝑘1=1

 

 

𝑊𝑊𝑘𝑘(𝐹𝐹) = −�𝑃𝑃(𝑘𝑘)
𝐾𝐾

𝑘𝑘=1

⋅ 𝑙𝑙𝑙𝑙𝑙𝑙�𝑃𝑃(𝑘𝑘)� 

   

P(k) is the probability that an item belongs to factor k (column in the basis matrix W) and P(k1,k2) is the 

probability that an item belongs to factor k1 in factorization (hard-assignment) result F1 and factor k2 in 

F2. P(k) and P(k1,k2) are computed according to: 

 

𝑃𝑃(𝑘𝑘) =
𝐼𝐼𝑘𝑘
𝐼𝐼

 

 

𝑃𝑃(𝑘𝑘1, 𝑘𝑘2) =
�𝐹𝐹1𝑘𝑘1 ∩ 𝐹𝐹2𝑘𝑘2�

𝐼𝐼
 

 

Where nk is the number of items in factor k, and n is the total number of items (i.e., 30). We computed 

the mean and median VIs across all split halves over the 10,000 replications for a given k. Lower VI refers 

to that the factor solution of a given factor number k estimated from the two split-samples share more 

information and thus in higher stability.   
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1.B Stability based on the whole entries of the basis matrix accounting for those items with multi-factor 

memberships 

Since OPNMF not only generates almost clustering-like structure, but still allows small contributions 

from multiple items to a certain psychopathological dimension, we further evaluated the stability of the 

whole entries of the basis matrix W besides measuring the stability of hard-assigned items and 

item-pairs between the two split samples as aforementioned. The major motivation is that symptoms (as 

scored in each item) can overlap, i.e. an item can contribute to multiple psychopathological dimensions. 

Here, we introduced a method for evaluating the stability of the whole weights within W based on an 

item similarity matrix. First, we normalized 𝑊𝑊 to 𝑊𝑊�  by dividing each row by its Euclidean norm. Then, 

we constructed the similarity matrix S by 𝑊𝑊� T𝑊𝑊�  which is a symmetric matrix with ones down the 

diagonal, and each entry represents the cosine similarity of two items given by the OPNMF 

decomposition. Equation for similarity matrix S calculation is given as below (see also Raguideau et 

al.[31]): 

 

S𝑖𝑖𝑖𝑖′
𝑊𝑊 =  

∑ 𝑤𝑤𝑙𝑙𝑖𝑖𝑤𝑤𝑙𝑙𝑖𝑖′𝑚𝑚
𝑙𝑙=1

(∑ 𝑤𝑤𝑙𝑙𝑖𝑖2𝑚𝑚
𝑙𝑙=1 )1/2(∑ 𝑤𝑤𝑙𝑙𝑖𝑖′2𝑚𝑚

𝑙𝑙=1 )1/2 

 

Let W be a basis matrix with a dimension of m item x r factor, the similarity matrix SW of W is a squared 

matrix with r columns. The (j, j’) entry in SW is the cosine of the angle between the column vectors j and j’ 

of W. 

 

Then, the concordance index (CI) is derived as CI = 1 - D, where D is the root mean squared difference 

(RMSE) between off-diagonal entries of the S matrices computed from the two split-samples (S1 for W1 

which inferred from one half split-sample and S2 for W2 which inferred from the other half) in each 

split-half realization:  

 

𝑎𝑎𝑀𝑀𝑅𝑅𝐸𝐸 =
1

�𝑚𝑚(𝑚𝑚− 1)
‖𝑅𝑅1 − 𝑅𝑅2‖𝐹𝐹 

 

Generalizability evaluation by assessing the increase in out-of-sample reconstruction error 

Since the overall optimization goal for OPNMF is to minimize the cost function (namely the 
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reconstruction error), i.e., the squared Euclidean distance between the original data matrix and it’s 

estimate, the measure of reconstruction error can be used to reflect how good a data matrix is 

reconstructed by a given basis matrix W with smaller reconstruction error corresponding to better 

low-rank approximation. In the light of this property, we used the metric of reconstruction error to 

evaluate how good a basis matrix captures the latent structure of an input PANSS matrix in the 

perspective that the better an independent sample can be compressed by a dictionary, the lower the 

reconstruction error will be. Specifically, we calculated the reconstruction error between the input data 

matrix and its low-rank approximation as their absolute arithmetic difference. Then, the absolute 

differences were summed up over items (for per subject) and were averaged over the subjects to derive 

the final metric for one split-half realization. 

Furthermore, in the form of OPNMF, the basis matrix is projectable and thus can be generalized to 

novel data, i.e. a new matrix X can be reconstructed by using a given dictionary W as X’=WWTX with the 

corresponding reconstruction error ||X-X’||F. Likewise, smaller reconstruction error refers to better 

low-rank approximation for this basis matrix in the representation of new data. In the present study, we 

defined the transfer (out-of-sample increased) reconstruction error (|V1-W2W2
TV1|-|V1-W1W1

TV1|; V1 

and V2 represent the two split-half submatrices) as a function of generalizability. This refers to how much 

worse the matrix is reconstructed relative to one half of the data (V1) by the dictionary (W2) obtained 

from the other half (i.e., V1-W2W2
TV1) comparing to the reconstruction error (i.e., V1-W1W1

TV1) 

calculated by the matrix recovered from the within-sample dictionary (W1). These processes were 

repeated for each factor number k in the 10,000 split-half realizations. The most generalizable factor 

structure with rank k was selected when the median transfer reconstruction error of the all 10,000 

split-half realizations is minimized, since a well-generalized factor-model should minimize the transfer 

reconstruction error in majority of the overall split-half realizations.  

 

Detailed implementation of the current generalizability evaluation for split-half comparison is presented 

as follows: 

First, the set of columns of the original data matrix is randomly split into two independent sets of equal 

length (split samples), and OPNMF was performed on the two split submatrices (V1 and V2) to derive the 

respective basis matrix (W1 and W2). Then, the two submatrices were reconstructed: 
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Reconstruct the submatrix V1 by W1: 

 

𝑉𝑉1� =W1W1
TV1 

 

Reconstruct the submatrix V2 by W2: 

 

𝑉𝑉2�=W2W2
TV2 

The within-sample reconstruction error for V1 is: 

 

RE1=|𝑉𝑉1� -V1| 

 

The within-sample reconstruction error for V2 is: 

 

RE2=|𝑉𝑉2�-V2| 

 

Then, the submatrix V1 was projected onto the basis matrix W2 (dictionary), multiplied by W2and 

subtracted by V1, denoting the transfer (out-of-sample) reconstruction error (𝑎𝑎𝐸𝐸1� ) from V2 to V1: 

 

𝑎𝑎𝐸𝐸1� =|W2W2
TV1-V1| 

 

The same process for calculating 𝑎𝑎𝐸𝐸2� : 

 

𝑎𝑎𝐸𝐸2� =|W1W1
TV2-V2| 

 

Finally, we calculated the absolute difference between 𝑎𝑎𝐸𝐸1�  (i.e., the out-of-sample reconstruction error 

using the suboptimal W which comes from the other half of the split-sample) and RE1 (i.e., the 

within-sample reconstruction error using the W optimized by OPNMF on the split-sample itself) 

reflecting the performance of how well a dictionary can be generalized to unseen samples: 

 

DiffRE1=|𝑎𝑎𝐸𝐸1� -RE1|=|W1W1
TV1-W2W2

TV1| 
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Repeat for another split-sample (i.e., submatrix V2): 

 

DiffRE2=|𝑎𝑎𝐸𝐸2� -RE2|=|W2W2
TV2-W1W1

TV2| 

 

Entries of the two DiffRE matrices were summed over the items and were averaged for each split-half 

realization denoting the out-of-sample increased reconstruction error metric. 

 

Methodological notes for bootstrapping and 10-fold cross-validation based evaluations 

In bootstrap and 10-fold cross-validation, we implemented the evaluations in a similar way as that in 

split-half analysis, except for the following highlighted differences: 

 

In bootstrap (within-sample):  

The four evaluation indices were calculated based on the comparison of the basis matrix W from the 

bootstrapped sample to the one derived from the original sample; the transfer (out-of-sample increased) 

reconstruction error was derived as follows: after projecting the left-out sample (patients that were not 

selected in the bootstraps) onto the dictionary obtained from the bootstrapped sample, we compared 

the ensuing (out-of-sample) reconstruction error with the within-sample reconstruction error of the 

left-out data. 

 

In 10-fold: 

We created ten partitions of equal length sampling randomly from the original sample, and performed 

OPNMF on nine of the ten partitions (training set), as well as the held-out one (test set).Then, we 

calculated the evaluation indices of aRI, JI, VI and CI between the basis matrix from the nine partitions 

and the one from the test sample. For transfer reconstruction error calculation, we likewise projected 

the held-out (1/10th) sample onto the dictionary obtained from the other nine partitions (9/10th) and 

compared the ensuing (out-of-sample) reconstruction error with the within-sample reconstruction error 

of the test set. The above process was repeated for ten times to ensure that each of the partition has 

been treated as the held-out (test) sample once. Afterwards, the obtained values were averaged over 

the ten repeats as the metric for one 10-fold realization. Finally, the above procedures were iterated for 

1000 times, i.e. 1000 sets of randomly generated ten partitions. 
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In between-sample (PHAMOUS vs. international) bootstrap-based comparisons: 

In each realization of the between-sample bootstrap-based comparison, we bootstrapped the two 

datasets independently and performed OPNMF separately on the ensuing bootstrapped samples. The 

evaluation indices of aRI, JI, VI and CI were calculated between the basis matrices derived from the two 

bootstrapped samples. To calculate the transfer (out-of-sample increased) reconstruction error, we 

projected the bootstrapped sample that was drawn from the international data onto the dictionary 

obtained from the bootstrapped PHAMOUS sample, and then we compared the ensuing (out-of-sample) 

reconstruction error with the within-sample reconstruction error of the bootstrapped international 

sample. This reflects how well the PHAMOUS dictionary can decode the international data, indicating the 

generalization performance of the PAHMOUS derived factor-structure to the heterogeneous, 

international patient cohorts.  

 

Cross-sample analysis after accounting for sample size, age and illness duration differences 

Because the PHAMOUS sample is larger than the international sample and the patients are older and 

more chronic in PHAMOUS, we performed several additional between-sample bootstrap based 

comparison analyses to account for these effects. 

 

Imbalanced sample size: 

We randomly subsampled 490 patients from the PHAMOUS data, and re-performed the between-sample 

bootstrap based comparison analysis on the ensuing PHAMOUS subsamples and the original 

international sample (i.e., 490 patients), repeated 5,000 times, in order to test whether an optimal 

four-factor solution holds when the sample is equally-sized between the two datasets. Results showed 

that a four-factor model remains the optimal solution in terms of stability and generalizability when 

sample size is balanced (Figure S8A). 

 

Differences in age and illness duration: 

We ranked the patients based on their sums of age and illness duration for each of the two samples in 

descending order. The patients ranked in the top 60% (for the PHAMOUS sample as the patients herein 

are older and more chronic) and bottom 60% (for the international sample) were included for 
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subsequent between-sample bootstrap based comparison analysis. Then, of the upper and lower 60% of 

the two samples, 80% were subsampled, and a Wilcoxon ranksum test was used to check if there were 

significant differences in age and illness duration between the subsamples. If between-subsample 

comparisons in age and illness duration were both non-significant (p>.05), the following evaluation steps 

(i.e., the “between-sample bootstrap based comparison analysis”), for assessing the stability and 

generalizability of PHAMOUS generated dictionaries, were continued on the newly matched datasets. 

Otherwise, we re-ran the 80% subsampling procedure. The whole process was repeated until 5,000 

times, the 80% subsamples did not significantly differed in age and illness duration (i.e., 5,000 successful 

evaluations).  

Results showed that a four-factor model remains the optimal solution in generalizing to the 

multi-site, heterogeneous international sample (Figure S8B), which is stable irrespective of age and 

illness duration. 

 

Evaluations on the pooled sample (PHAMOUS + International) 

To further corroborate a unified optimal factor solution, we performed additional 10-fold 

cross-validation and out-of-sample replication analysis after pooling the two datasets (totally 2035 

patients; i.e., PHAMOUS and international). Basically, the whole pooled sample was divided into one 

held-out sample (20%) for replication analysis, and on the remaining 80% sample (1628 patients) 10-fold 

cross-validation was conducted. Afterwards, the factor models, trained based on the 80% sample, were 

tested on the 20% replication sample, denoting the out-of-sample generalization performance. The 

whole process was repeated for 5,000 times.  

Results consistently showed that a four-factor model optimally captured the symptom dimensions 

of schizophrenia patients, in both 10-fold cross-validations (Figure S8C) and out-of-sample generalization 

analyses on the replication sample (Figure S8D). 

 

Evaluation of loading and item-score predictions 

The stability and accuracy of loading and item-score predictions were evaluated based on 

between-sample bootstrap resampling. Basically, we showed the variations of the PHAMOUS dictionary 

predicted factor-loadings and PANSS item-scores for the international sample over the 5,000 bootstrap 
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realizations, and then aggregated over subjects. In detail, in each bootstrap realization, we computed the 

factor-loadings for each individual patient in the international sample following the projection of 

international data onto the PHAMOUS generated dictionaries. Then, the predicted loadings were 

compared with the loadings that were estimated within the international sample. After multiplying the 

predicted loadings by the PHAMOUS dictionary, we got the predicted PANSS item-scores for each 

individual patient in the international sample. Here, the predicted item-scores were compared with the 

actual ratings. We used two metrics, Pearson correlation coefficient and the normalized 

root-mean-square-error (nRMSE), to quantify the aforementioned comparisons, denoting the precise 

patterns of the predicted loadings and the item-scores. Results showed that the best prediction of 

loadings and item-scores (averaged over the factors and the subjects) was achieved by a model with four 

factors where the correlation coefficient reaches highest and the nRMSE reaches lowest (Figures S10A, 

S10C), providing a solid support for future actionable use of the current OPNMF four-factor model. More 

specifically, for the four dimension loadings, prediction for the negative loadings was the most stable 

and accurate (Figure S10B). We also tested the prediction performance for each individual site in the 

international sample. Basically, the prediction accuracies for both the loadings and the item-scores for 

each of the nine sites were similar, and local minimums were achieved consistently across sites at a 

solution with four factors, indicating that the predictions from a four-factor model were stable across 

sites (Figure S11). In addition, the newly emerged fifth factor in the five-factor model showed the worst 

out-of-sample prediction accuracy (highest nRMSE and lowest correlation coefficients) with lower 

stability compared to the other factors in the five-factor model (Figure S10B) and the all factors in the 

four-factor model (Figure S10B). These results further corroborated that a four-factor model 

outperforms a model with five factors. 

 

 

Outlier Detection 

Given that the psychopathological features for some patients cannot be well captured by the OPNMF 

factor-models, we conducted an outlier detection step in order to filter out the patients whose PANSS 

scores are badly factorized by the method (i.e. the reconstruction errors are “extremely” high). First, 

PANSS scores of the initial assessment for all of the 1545 patients in the PHAMOUS sample were 

factorized by OPNMF with the factor numbers ranging from 2 to 11. Then we reconstructed the original 
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data matrix from the low-rank approximation by multiplying the loading matrix WTV to the basis matrix 

W and computed the reconstruction error (|V-WWTV|). Afterwards, we calculated three metrics (m) 

based on the reconstruction error matrix as follows: 

 

1). the absolute differences between the summed values over the items for the approximation WWTV 

(S1) and the summed values over the items for the original data matrix V (S2); 

2). sum of the absolute values of the reconstruction error matrix (|V-WWTV|) over items (for per 

subject); 

3). a relative reconstruction error |S1-S2|/S2, which indicates the proportion of the absolute difference 

between the approximated W*WT*V and the original data matrix V relatively to V. 

 

After the three metrics were obtained, we employed a method called median absolute deviation (MAD) 

rather than the standard deviation from the mean method to detect and filter out outliers, i.e. which 

patients are not well captured by the OPNMF factors with high reconstruction errors. This MAD method 

has the advantages of being insensitive to outliers (extreme values) and askew distributed data when 

compared to the standard deviation from the mean method (the mean and standard deviation 

themselves are strongly impacted by outliers) (32). The MAD method has been widely used in recent 

biomedical studies (33,34). The equation for calculating the MAD value is given as follows: 

 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑏𝑏𝑀𝑀𝑖𝑖��𝐼𝐼𝑖𝑖 − 𝑀𝑀𝑖𝑖�𝐼𝐼𝑖𝑖��� 

 

where the xj is the n values (here 1545) for each of the aforementioned three metrics and Mj is their 

median. �𝐼𝐼𝑖𝑖 − 𝑀𝑀𝑖𝑖�𝐼𝐼𝑖𝑖�� gives the absolute deviations from the data median, and Mi is the median of the 

absolute deviations. b is a constant, here 1.4826, linking to the assumption of normality of the data, 

regardless of the abnormality induced by outliers (35). The cutoff value (Cmk) for a given factor number k 

and a metric m was derived as follows:  

 

𝐶𝐶𝑚𝑚𝑘𝑘 = 𝑀𝑀𝑚𝑚𝑘𝑘 + 3 ⋅ 𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑘𝑘 

 

Mmk is the median of the values for a metric for a given factor k, 𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑘𝑘 is the MAD for a given k and m 
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(here 3 times MAD was used to conservatively filter out outlier patients, which can be replaced by 2 and 

2.5 which respectively refers to poorly conservative and moderate conservative as that proposed by 

Miller [36]). After the cutoff value was generated for each of the three metrics, patients with metric 

values exceeding any of the three cutoff values in more than half of the examined factor numbers 

(here>5) were rejected. The above outlier detection procedures were repeated on the whole 

international sample. In this stage, 14 patients were excluded for the PHAMOUS sample and 4 patients 

were excluded for the international sample. All of the aforementioned evaluation procedures were 

repeated after removal of these outlier patients. 
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Relationship among variables and factor analysis comparison 

Inter-correlations of OPNMF factor-loadings 

After controlling for overall symptom severity (i.e., total PANSS score), the inter-correlation results were 

differed from that without controlling for symptom severity as demonstrated in the maintext, revealing 

multiple anti-correlations with negative and positive loadings the lowest partial correlation coefficient 

(rho=-0.59, averaged over 10,000 bootstrap realizations; in each bootstrap realization, the original 

sample was drawn with replacement to form a bootstrap sample on which the partial correlation 

analysis was repeated), followed by the correlations between the affective and cognitive loadings 

(rho=-0.56), and the negative and cognitive loadings (rho=-0.41) (see Figure S15A for details). 

 

Additional ANOVA analyses 

Bootstrap and leave-one-site-out replications for 4-way ANOVAs on OPNMF factor-loadings in the 

international sample with controlling for total PANSS score 

A bootstrap resampling procedure was performed to evaluate the stability of ANOVA findings. 

Specifically, in each bootstrap realization, bootstrap sample was drawn with replacement from the 

original (all) patients with complete age, gender and illness duration information in the international 

dataset and the same 4-way ANOVA analysis was conducted on the bootstrapped sample. The bootstrap 

stability analysis was repeated for 10,000 times. Both of the mean and the median p-values, as well as 

the β-values were recorded. Bootstrap results for the ANOVA analysis showed that the median p-values 

support all the significant findings in the main analysis (i.e., below 0.05).In leave-one-site-out replications, 

we observed that the associations between symptom severity and the four factors were all significant no 

matter which site was left out, while the association between age and cognitive factor was significant in 

five out of the eight leave-one-site-out analyses.  

 

ANOVAs on OPNMF factor-loadings in the international sample without controlling for total PANSS score 

A MANOVA was also performed to test the general effects of age, gender and illness duration on the 

entire set of factor-loadings without adding total PANSS score as a covariate (i.e., overall symptom 

severity retained). Results showed that none of the three explanatory variables affected significantly on 
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the joint factor-loadings (all p>.05). Then, four 3-way ANOVAs were used to explore the associations 

between the explanatory variables and the loadings for each factor. A significant negative association 

was observed between age and the cognitive factor (p=.046, β=-0.026). Positive associations of illness 

duration with all of the four factors were detected (negative: p=.044, β=0.041; positive: p=.017, β=0.042; 

affective: p=.0025, β=0.056; cognitive: p<.001, β=0.055) (Figure S15C). No significant effect of gender on 

any of the four factors was found. Bootstrap analysis was also performed to evaluate the robustness of 

the ANOVA results (repeated 10,000 times). The mean p-values of the all bootstrap experiments showed 

that the significant findings for the associations between illness duration and the four factors in the main 

analysis held. For the median p-values, all the significant findings revealed in the main ANOVA analysis 

held (Figure S15B). 

Leave-one-site-out validation was further conducted for the ANOVAs without controlling for 

symptom severity. Results showed that the positive association between illness duration and the 

cognitive factor was significant in all of the eight leave-one-site-out analyses. The positive effect of 

illness duration on the positive and affective factors was significant in seven out of the eight analyses, 

while the other two associations (i.e., between age and the cognitive factor, and between illness 

duration and the positive factor) were significant or approached significant (p<.1) in six out of the eight 

leave-one-site-out analyses. 

 

Four-way ANOVAs on OPNMF factor-loadings in PHAMOUS 

MANOVA and 4-way ANOVAs were also performed on the PHAMOUS sample. MANOVA results showed 

that three of the four explanatory variables were significantly affecting the joint factor-loadings (age: p= 

4.96E-7; illness duration: p=6.05E-6, total PANSS score: p=4.98E-25). Individual associations between the 

demographic/clinical variables and the four factor-loadings were identified by ANOVA analyses. Results 

showed the age to be significantly related to all four factors: negative (p=.037, β=0.011), positive 

(p=.015, β=-0.012), affective (p=4.50E-6, β=-0.017), and cognitive (p=1.70E-6, β=0.018), while illness 

duration was significantly and positively associated with positive (p=.008, β=0.014) and affective (p= 

7.31E-4, β=0.013) symptoms but negatively associated with severity in negative symptoms (p= 

9.15E-7, β=-0.027). Total PANSS score showed significant associations with all of the four factor-loadings 

(all p<4.51E-126, β>0.07). 
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Relationship between PANSS subscales and demographic and clinical variables  

An analysis by individually putting the general psychopathology subscale (GPS), as well as the negative 

subscale and the positive subscale in the left hand of the ANOVA models as response variables, and age, 

gender, illness duration and total PANSS score in the right hand as regressors was also performed to 

explore the associations of the original PANSS subscales with the demographic and clinical variables in 

the international sample. We found that all of the three subscales were positively associated with total 

PANSS score (p=1.36E-84, β=0.21 for the positive subscale; p=4.14E-121, β=0.28 for the negative 

subscale; p=1.76E-228, β=0.51 for GPS), but no significant associations were observed for age, gender 

and illness duration variables. Then the ANOVA analysis was repeated after leaving the total PANSS score 

out of the models. The results were changed with the all three PANSS subscales showing significant 

associations with illness duration (positive subscale: p=.011, β=0.10; negative subscale: p=.007, β=0.13; 

GPS: p=.001, β=0.27).  

 

Inter-item correlations, and correlations between OPNMF factors and PANSS subscales 

The 30 individual PANSS items were correlated to each other with and without adjusting for symptom 

severity (total PANSS score) for the current OPNMF four-factor representation of psychopathology and 

the original PANSS subscales in the international sample. Results showed that the inter-item correlations 

for our four-factor structure are higher and more homogeneous within each of the factors than the 

original PANSS subscales which showed multiple anti-correlations within each of the subscales after 

general symptom severity was adjusted (Figure 2A-2B in the maintext). Figure S12 shows the inter-item 

correlation patterns without controlling for total PANSS score for both of the OPNMF factors and the 

original PANSS subscales 

Then, we correlated the current OPNMF derived four factor-loadings with the three PANSS 

subscales using Pearson correlation analysis. Results showed that the four OPNMF factors were all 

significantly correlated with the PANSS subscales (all r>0.45, p<.001). Specifically, the negative factor 

showed the highest correlation coefficient with the negative subscale of PANSS (r=0.97), the positive 

factor showed the highest correlation coefficient with the positive subscale of PANSS (r=0.92), and both 

of the affective (r=0.92) and cognitive (r=0.82) factors showed the highest correlation coefficients with 

the GPS of PANSS. As these correlations may be explained by general symptom severity, we repeated the 

correlation analysis by controlling for total PANSS score. Results showed that the correlation patterns 
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were changed. Firstly, the correlation between the cognitive factor and GPS was not significant (r=0.02). 

Instead, the cognitive factor showed a weak but significant positive correlation with the positive subscale 

(r=0.13, p=.008) and a negative correlation with the negative subscales (r=-0.15, p=.002). Although the 

correlations between the OPNMF positive factor and the positive subscale (r=0.85, p<.001), as well as 

between the negative factor and the negative subscale (r=0.89, p<.001) were still significantly positive, 

the correlations of positive factor-negative subscale (r=-0.61, p<.001), positive factor-GPS (r=-0.29, 

p<.001), negative factor-positive subscale (r=-0.65, p<.001), and negative factor-GPS (r=-0.29, p<.001) 

were all significantly negative. The affective factor was significantly positively correlated with GPS 

(r=0.51, p<.001), but negatively correlated with both of the negative (r=-0.20, p<.001) and positive 

(r=-0.23, p<.001) PANSS subscales (Figure S14). 

Exploratory and confirmatory factor analysis 

Finally, we conducted exploratory factor analysis (EFA) on the PHAMOUS sample to derive factor-models 

by setting the factor numbers from four to seven according to previous literature (these factor numbers 

have been reported in previous PANSS factorial studies) (37-40), and then applied confirmatory factor 

analysis on the international sample to test the goodness of fit of the models that derived from EFA 

experiments. EFA was done with SPSS version 19.0 (IBM, NY, USA), and the Analysis of Moment 

Structures (AMOS; version 25) was used for performing CFA. Specifically, in EFA, principal components 

factor analysis using varimax rotation was conducted. The varimax rotation was chosen to keep 

consistency with previous factorial studies on PANSS (41,42). Following the varimax rotation, items were 

assigned to factors according to their highest loadings. Internal consistency for each of the factors was 

quantified by the Cronbach's alpha coefficient (higher values indicate more closely related items within a 

set) (43). Of note, the internal consistency analysis, as well as the below CFA was conducted in the 

international sample. In all CFA, PANSS items were specified to load on a single factor based on the 

PHAMOUS-derived EFA models. All factors were allowed to correlate with error covariates set to zero. 

The robust maximum likelihood method was employed to compute the fit indices, since this method is 

less likely to be affected by sample size, nonnormality and model size (44,45). In compliance with 

previous PANSS factorial studies (37-40), three indices of the Comparative Fit Index (CFI), the Normed Fit 

Index (NFI), and the Root Mean Square Errors of Approximation (RMSEA) were adopted to assess the 

goodness-of-fit. Models assessed by CFA with values of CFI and NFI greater than 0.90 and RMSEA less 
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than 0.08 are indicated to have adequate fit (46,47).  

     Results showed that the internal consistency coefficients for all of the four factor-models that 

identified by EFA were variable (ranging from 0.49 to 0.91) with multiple were lower than the least 

acceptable level of 0.7. All of these factor-models could not to be confirmed in the international sample, 

i.e., inadequate fit (Table S2). 

Quantitative comparison of PCA and OPNMF factor models 

First, we applied PCA and OPNMF to the PHAMOUS sample (as training set), then we computed the 

(within-sample) explained variance (EV) for the matrix reconstructed by the basis matrix (i.e., OPNMF 

dictionary) and the PCA loadings, respectively (Figure S13A). Of note, the higher variance explained by 

PCA compared to OPNMF is not unexpected as OPNMF applies a lot of regularizations/constraints which 

will then reduce the final variance that can be explained by the learned factors: 1) H and W (the learned 

parameter) must be non-negative; 2) H can be replaced by W’V (projectable); 3) factors are as 

orthogonal as possible (W becomes sparse). Furthermore, we measured the “loss of EV” metric based on 

the international sample to indicate the generalization performance. As in the previous evaluations, we 

performed PCA and OPNMF on the international dataset, and got the within-sample EV for each of the 

two methods. Then, we tested how much worse (i.e., decreases in EV) when the international data were 

recovered by the dictionaries/components derived from the PHAMOUS sample. A higher loss of EV 

indicates worse generalizability of the dictionaries/components (Figure S13B). From these results, 

obviously that OPNMF is with better generalization performance with lower loss of EV, especially for the 

four factor model which achieved the local minimum. That is, PCA showed higher within-sample EV, but 

at the cost of much lower interpretability. In turn, OPNMF showed a slightly lower EV, but it better 

generalized to new data with lower loss of EV when the trained dictionaries were applied to novel 

samples. In summary, the good generalization combined with the superior interpretability of a 

parts-based representation make OPNMF a more appropriate tool for representing latent dimensions of 

psychopathology than PCA.  
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Identification of psychopathological subtypes 

Methodology and cluster selection 

After the effects of gender, age, illness duration and symptom severity (total PANSS score) were 

partialled out from the four factor-loadings in the international sample, fuzzy c-means clustering (48) 

was performed on the ensuing residuals to partition the patients into symptomatically distinct subgroups, 

which also provided probabilistic cluster memberships for each patient. The object function for fuzzy 

c-means contains a fuzzy partition matrix so that each subject is allowed to belong to multiple clusters 

with varying degree of membership. The fuzzifier m (i.e., the exponent for the fuzzy partition matrix [U]; 

1 < m < ∞) controls the amount of fuzzy overlap between clusters (how fuzzy the boundaries between 

clusters can be) with larger values resulting in fuzzier clusters, i.e. a greater degree of overlap. Here we 

used a value of 2.0 for m as a standard setting which was common in previous literature and has been 

empirically supported with good performance (49-51). We also inspected the cluster solution by 

switching m = 2 to m = 1.5 or 2.5. The squared Euclidean distance was used as the distance metric 

between subjects. The resulting membership values reflect how strong a patient is attributed to each 

cluster, based on which we can assign the patients to respective clusters according to the maximal 

membership degree. We set the cluster number c ranging from 2 to 9 to search for the optimal cluster 

solution representing the schizophrenia psychopathological subtypes. The optimal cluster number was 

determined based on three validity indices of the fuzzy Silhouette index (SI) (52), the Xie and Beni index 

(XB) (53), and partition entropy (PE) (48), testing the segregation, compactness and fuzziness of the 

resulting partitions. Calculations of XB and fuzzy SI both require the fuzzy partition matrix U 

(membership degree), as well as the original data points which are thus directly connecting to the 

geometric feature of the data. The XB index further requires the cluster centroid metric (defined as the 

mean of all data points within a cluster, weighted by their degree of belonging to this cluster). PE can be 

calculated by given only the fuzzy partition matrix U, reflecting the fuzziness of the cluster partitions. 

Higher values of fuzzy SI and lower values of XB and PE indicate better clustering quality. Detailed 

descriptions for these validity indices are given as follows: 

 

1). A fuzzy extension of the original SI (54) was employed in the decision of the optimal cluster solution 

derived by fuzzy c-means. This fuzzy SI is an extension of the original silhouette criterion (namely the 
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crisp SI) to account for the data set containing overlapping clusters (52). The fuzzy SI has been shown to 

perform equally well to or better than other validity indices for fuzzy cluster analysis (52). The crisp SI is 

the mean Silhouette width of all the samples and it assesses the compactness and separation of hard 

cluster partitions. The silhouette width for a sample is defined as:   

 

𝑅𝑅𝑖𝑖 =
(𝑏𝑏𝑖𝑖 − 𝑎𝑎𝑖𝑖)

max (𝑎𝑎𝑖𝑖 ,𝑏𝑏𝑖𝑖)
 

 

where ai refers to the average distance between a sample and all other samples in the same cluster they 

are assigned, and bi is the minimum average distance from the sample to the all samples in other 

clusters. SI could have a value between -1 and 1. Higher SI corresponds to better clustering quality, i.e. 

each sample better lies within its cluster. In the case of fuzzy cluster analysis, the crisp SI may fail to 

discriminate between overlapping data clusters since it does not utilize the membership information 

embedded in the fuzzy partition matrix U on degrees to which clusters overlap one another. The 

equation for calculating fuzzy SI is given as follows: 

 

𝐹𝐹𝑅𝑅𝐽𝐽 =
∑ �𝜇𝜇𝑝𝑝𝑖𝑖 − 𝜇𝜇𝑞𝑞𝑖𝑖�

𝛼𝛼
𝑠𝑠𝑖𝑖𝑁𝑁

𝑖𝑖=1

∑ �𝜇𝜇𝑝𝑝𝑖𝑖 − 𝜇𝜇𝑞𝑞𝑖𝑖�
𝛼𝛼𝑁𝑁

𝑖𝑖=1
 

 

where si is the silhouette width of subject i, pi and qi refer to the first and second maximal elements of 

the i-th row of the fuzzy partition matrix (i.e., the subject-by-partition membership degree μ), 

respectively. α is a user-optional weighting coefficient; lower α approaches the crisp SI while higher α 

tends to uncover smaller regions with higher data densities when existing subclusters. Here, α=1 was 

used as the default setting by the developers (52). 

 

2). Involving multiple validity indices to determine the optimal cluster solution is required. Another 

representative validity index for fuzzy cluster analysis - the XB index - was then adopted. This fuzzy 

clustering specific validity index was shown to be reliable (53). Calculation of the value for this index 

requires both the membership probabilistic matrix U and the cluster prototype (centroid) for each 

partition. This index, as the fuzzy SI, has a direct connection to the geometry of the original data. The XB 

index is defined as: 
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𝑋𝑋𝑋𝑋 =
∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖2 �𝐶𝐶𝑖𝑖 − 𝑋𝑋𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1

𝑐𝑐
𝑖𝑖=1

𝐼𝐼𝑚𝑚𝑚𝑚𝐼𝐼
𝑖𝑖≠𝑖𝑖

�𝐶𝐶𝑖𝑖 − 𝐶𝐶𝑖𝑖�
2  

 

where Xj (j = 1, 2, … ,n) refers to the number of data points of a fuzzy c-partition of the data set X, Ci is 

the center of cluster i, μij is the membership likelihood of data point j in cluster i. The numerator denotes 

the summation of the squares of fuzzy deviation for the total data points n to the centers of all cluster 

partitions c, reflecting the tightness of the discovered clusters. The fuzzy deviation of a data point j from 

cluster i is defined as the distance between this data point to the center of cluster i weighted by the 

membership degree of this data point pertaining to cluster i. The denominator indicates how well the 

fuzzy partitions are separated, and the value of which was derived by calculating the minimum distance 

between the centers of two neighbouring clusters. In this form, smaller values of XB represent for more 

compact and well-separated clusters. 

 

3). Besides, a classic fuzzy cluster validity index of PE (48) was employed to complement the above two 

validity indices. The value of PE can be calculated given only the probabilistic membership degree 

information (i.e., the fuzzy partition matrix U), which reflects the fuzziness of the cluster partitions. The 

PE index is defined as follows: 

 

𝑃𝑃𝐸𝐸 =  −
1
𝑁𝑁
��𝜇𝜇𝑖𝑖𝑖𝑖 ⋅ loga�𝜇𝜇𝑖𝑖𝑖𝑖�

𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑖𝑖=1

 

 

where a∈(1, ∞) is the base of the logarithm [here we used a default base a of exp(1)], μij is the 

membership likelihood of data point I in cluster j, n is the number of total data points (subjects), c refers 

to cluster number. Computation of the PE index requires c greater than 1 and its value ranges in [0, 

logac]. Smaller value of PE indicates crisper clustering solution.    

 

Assessment of clustering stability 
After the optimal cluster number was determined, leave-one-site-out analysis was performed to validate 

that the clustering results are not driven by any particular site. Specifically, in each leave-one-site-out 
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experiment, we left out all the patients from one site, and on the remaining sample we re-calculated the 

residuals after partialling out the effects of age, gender, illness duration and symptom severity from the 

factor-loadings. Then, the same fuzzy c-means clustering strategy was applied to the obtained residuals 

followed by the same cluster selection criteria to determine the optimal number of clusters. These 

processes were repeated until each site had been left out once. Stability of cluster solutions was tested 

via subsampling and bootstrap resampling evaluation processes, reflecting how stable the partitions hold 

when the original sample is perturbed. If the structure in the data has been captured well by a partition, 

this partition should be stable with respect to data perturbation. The evaluation scheme was 

implemented as follows: the whole dataset is clustered by fuzzy c-means; a set of random subsamples 

(70% of the whole dataset) and bootstrapped samples are generated and clustered as well. ARI was used 

to indicate stability, which reflects the similarity between the partition of the reference clustering and 

the partitions of the subsampled and bootstrapped data, i.e. the consistency of patient-pair assignment 

between the sub/bootstrapped partitions and the partition derived from the original sample. The best 

partition in representing the structure of the original sample should have the highest stability (aRI). The 

idea and the process of testing clustering stability in the present study were similar as that demonstrated 

in previous literature (55). Also, values of the three employed validity indices were calculated for each 

subsampled and bootstrapped data, to verify whether the optimal cluster solution holds when the 

original data were perturbed. Of note, for any new subsampled and bootstrapped data, residuals that 

used for clustering were re-calculated based on the corresponding covariates of age, gender, illness 

duration and total PANSS score.  

A fuzzy c-means 2-cluster solution was robustly identified as the best representation of 

schizophrenia psychopathological subgroups by switching the fuzzifier m = 2 to m = 1.5 or 2.5, as well as 

in leave-one-site-out analysis (Figure S17), subsampling and bootstrap resampling stability evaluation 

experiments (Figure S16).   

 

Comparison of ambiguous class with core subtypes 

Four factor-loadings (adjusted) for the ambiguous patient class were compared with the identified two 

core subtypes by 10,000 permutation tests with shuffled cluster labels. The 25% of patients with no clear 

cluster memberships (ambiguous class) were in the “middle” in terms of symptomatology compared to 
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the two core subtypes, showing close-to-zero means and high standard deviations in all of the four 

(adjusted) factor-loadings. Specifically, the ambiguous class (mean ± SD, -0.23 ± 1.91) showed 

significantly higher negative symptoms than subtype B (mean ± SD, -0.87 ± 0.88; p=.004), but significantly 

lower negative symptoms than subtype A (mean ± SD, 0.84 ± 0.98; p=.002). For positive symptoms, the 

ambiguous class (mean ± SD, -0.12 ± 1.47) was significantly lower than subtype B (mean ± SD, 1.84 ± 0.99; 

p=.002) but was significantly higher than subtype A (mean ± SD, -1.39 ± 0.78; p=.002). For the affective 

dimension, the ambiguous class (mean ± SD, 0.16 ± 1.71) was only significantly higher than subtype B 

(mean ± SD, -0.32 ± 0.78; p=.007). No significant differences were detected for the cognitive dimension 

between the ambiguous class and the other two clear clusters. 

 

Longitudinal stability analysis 

Fuzzy c-means clustering with the same parameter settings as the one applied to the international 

sample was performed on the patients with repeatedly assessed PANSS scores in the PHAMOUS sample. 

527 patients who have the complete age, gender and illness duration information were involved. The 

optimal dictionary with four factors, identified on the initially assessed PANSS scores of 1545 patients in 

the PHAMOUS sample, was used for projection to yield the factor-loadings. Effects of age, gender, illness 

duration and symptom severity (total PANSS score) on the projected loadings were regressed out, and 

the residuals were used for clustering analysis to identify patient subtypes. The aforementioned three 

validity indices were employed to ascertain the optimal cluster number, and we found that all the values 

pointed to a cluster solution equaling to 2 as well. Then, we assessed the longitudinal stability of the 

identified psychopathological subtypes as follows (i.e., whether a patient preserved his/her subtype over 

time from the initially recorded PANSS scores to the follow-up psychopathology):  

A.  The optimal four-factor dictionary from the PHAMOUS sample based on the initially assessed PANSS 

scores of 1545 patients, was used as reference, on which the initially assessed PANSS scores of the 

527 follow-up patients were projected to derive the factor-loadings. 

B.  On the factor-loadings we performed 4-way ANOVA analysis and recorded the resulting betas for 

the four factor-loadings.  

C.  Effects of age, gender, illness duration and symptom severity (total PANSS score) on the four 

factor-loadings were then removed to obtain the residuals. We performed fuzzy c-means on the 
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residuals to partition the patients into 2 clusters and those patients with membership likelihoods 

lower than 0.7 were excluded. The subtype (cluster label) for each patient and the cluster centers 

were recorded. 

D.  Likewise, the four-factor dictionary from the whole PHAMOUS sample was used for deriving the 

factor-loadings of the repeatedly assessed PANSS scores of the 527 follow-up patients. Of note, we 

here constructed a regression model using the betas that obtained in B to derive the residuals after 

removing the effects of age, gender, illness duration and symptom severity on the factor-loadings. 

E.  Based on the residuals obtained in D, we calculated the squared Euclidean distance between each 

patient and the two cluster centers defined in C (i.e., based on the initially assessed PANSS scores). 

Then, each patient was assigned to a specific cluster if its center, comparing to other clusters, has 

the closest distance to that patient. Afterwards, each patient has a “predicted” cluster label (i.e., 

psychopathological subtype) according to the follow-up PANSS assessments. In this stage, by 

comparing the cluster label of each patient based on the repeatedly assessed PANSS scores to the 

one identified based on the initial assessments derived in C, we have the information on how many 

patients retained their subtypes longitudinally. 

Among the all 527 patients with repeatedly assessed PANSS scores in the PHAMOUS sample, 290 

patients were retained after filtering out those with ambiguous cluster attributes (membership 

likelihoods μ<0.7). The longitudinal stability analysis of sub-typing showed that 78.62% (228/290) 

patients kept their subtype attributes. Furthermore, patients assigned as subtype B at baseline were in 

higher frequency converting to subtype A at follow-up (27.5%) than the patients transforming from 

subtype A to subtype B (14.9%). In detail, 62 patients changed their cluster memberships with 21 

patients initially assigned to subtype A and 41 assigned to subtype B. Of the 21 patients that switched 

from subtype A at baseline, 13 patients were clearly assigned to subtype B (membership values μ>0.7) at 

follow-up, and the remaining ones became ambiguous (i.e., the mixed group). In the 41 patients 

changing from subtype B at baseline, 19 patients were clearly assigned to subtype A at follow-up with 22 

in the ambiguous class due to their membership values lower than 0.7. Among the 237 ambiguous 

patients (μ<0.7) identified based on the initially assessed PANSS scores, 66 patients were clearly assigned 

to subtype A at follow up (μ>0.7) and 52 patients were clearly assigned to subtype B. The remaining 119 

patients kept their ambiguous attributes (μ<0.7). 
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Additional clustering analyses 

For a comparison with the clustering based on our OPNMF four factor-loadings with an adjustment step, 

we applied the same clustering methods (fuzzy c-means and Gaussian mixture modeling [GMM]) to the 

individual psychopathology expressed by the three original PANSS subscales as well as by the 30 

single-item PANSS scores with adjusting for covariates (i.e., age, gender, illness duration and total PANSS 

score). In addition, we repeated these two analyses as well as the one based on the OPNMF factor- 

loadings without adjusting for covariates. Finally, we also performed clustering on the factor loadings 

without adjusting for total PANSS, i.e., symptom severity. 

 
 
Clustering based on the individual 30 PANSS items and the three PANSS subscales:  

Clustering the 30 single-item PANSS scores  

1) Clustering the original 30 individual PANSS item-scores without adjustment for covariates: 

Fuzzy c-means yielded an optimal two-cluster solution (Figure S19A; see in particular the XB index and 

PE). The clusters were mainly driven by overall symptom severity, such that scores for all 30 items were 

either high or low, respectively (Figure S19C). Similarly, the four clusters identified by GMM, based on 

Bayesian information criterion, were reflected to overall symptom severity (Figure S19D). 

2) Clustering residuals of the 30 individual PANSS item-scores after adjusting for the four covariates: 

Fuzzy c-means provided ambiguous clustering (for all patients the cluster membership degree was close 

to 0.5). Also, values of the internal validity index of XB are extremely large, indicating poor clustering 

quality (Figure S19B). GMM provided a “single cluster” solution, i.e., no evidence for subgroups. 

 

Clustering the PANSS subscales 

1) Clustering original PANSS subscales without adjusting for covariates: 

Similar to item-wise clustering above, both fuzzy c-means (2 clusters; Figure S20A) and GMM (6 clusters; 

Figure S20B) yielded clusters that are driven by overall symptom severity. 

 

2) Clustering residuals of the PANSS subscales after adjusting for covariates:  

For fuzzy c-means, the model selection criteria were inconsistent (XB index: 6 [Figure S21A] and 7 [Figure 

S21E]; fuzzy SI: 3; and PE: 2). Moreover, the yielded partitions are less stable. As shown in Figure 

S21B-S21C, values of the aRI, which reflects the similarity of patient-to-cluster assignment between the 
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subsamples and bootstrapped samples, were generally decreased when comparing to the partitions 

generated based on our four OPNMF factors (Figure 3B & Figure S16).As there is no consistently selected 

number of clusters, we set the cluster number to 2 for a direct comparison with the clusters generated 

based on our four factors (Figure S21D). Results showed a moderate agreement between the partitions 

generated based on the PANSS subscales and our four factors (aRI value of 0.65). GMM again provided a 

“single cluster” solution (selected using Bayesian information criterion), i.e., did not reveal any 

subgroups. 

 

Overall, when not adjusting for age, gender, illness duration, and total PANSS score, we get the severity 

clustering (as for the clustering on the raw factor-loadings). When we do adjust, we get an “ambiguous 

cluster” solution (fuzzy c-means) or a “single cluster” solution (GMM). 

 

Clustering based on the 4 factor loadings from the current study, either without adjustment for (any) 

covariates or without adjusting for disease severity (total PANSS score): 

Clustering the raw factor-loadings on the four OPNMF factors without covariates adjustment 

Fuzzy c-means yielded a two-cluster solution, optimally representing the patient subgroups in 

schizophrenia (Figure S22A), which is featured by either high or low overall symptomatology (Figure 

S22D-S22E). Moreover, stability of the resulting partitions was much lower (Figure S22B-S22C) than after 

adjustment done in the main analyses. GMM yielded six clusters which are mainly driven by overall 

symptom severity (Figure S22F).  

 

Clustering based on our four factors with age, gender and illness duration adjustment, but without 
adjustment of total PANSS score: 

Results of fuzzy c-means showed an optimal two-cluster solution (Figure S23A-S23B). One of the clusters 

is prominent in all of the four symptom dimensions, while the other cluster is significantly lower in these 

dimensions (low symptomatology) (Figure S23C-S23D). GMM, likewise, yielded three severity clusters 

(Figure S23E). 

 

Overall, clustering without any covariates or symptom severity adjustment yields clusters driven by 

overall symptom burden. These new analyses thus indicate that clustering with such an adjustment step 

is necessary when trying to identify latent subgroups among schizophrenia patients. Otherwise, clusters 
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will primarily reflect overall disease severity. 

 

In summary, results of the additional clustering analyses clearly show that only the four-factor model 

with adjustment for all covariates provides a clear, clinically meaningful clustering of patients into 

subgroups.  
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Classification of psychopathological subtypes based on resting-state functional 

connectivity 

MRI data acquisition and preprocessing 

A high-resolution T1-weighted anatomical scan and a resting-state fMRI scan were obtained for each of 

the 147 patients in the international sample. Specific scanning parameters varied by site, please refer to 

Table S3 for detailed information.  

 

Image preprocessing was done with the various programs in Statistical Parametric Mapping software 

(SPM12; https://www.fil.ion.ucl.ac.uk/spm) and Computational Anatomy Toolbox (CAT12; 

https://www.neuro.uni-jena.de/cat). In detail, for resting-state modality, the first four volumes from all 

fMRI scans were removed to allow for MR signal equilibrium and adaptation of subjects. Prior to other 

preprocessing processes, we first estimated the head motion parameters to avoid a potential 

underestimate of movement if the slice-time correction step is performed first. Here we employed a 

metric of DVARS (D referring to temporal derivative of time-courses, VARS referring to root mean square 

[RMS] variance over voxels across the whole brain) (58) as an evaluator of head motion by calculating 

the voxel-wise BOLD signal intensity change between one frame (timepoint) and its backward to detect 

and remove those patients with excessive movements. The equation for calculating DVARS was given as 

below: 

 

𝑀𝑀𝑉𝑉𝑀𝑀𝑎𝑎𝑅𝑅(∆𝐽𝐽𝑖𝑖) = �〈[∆𝐽𝐽𝑖𝑖(�⃑�𝐼)]2〉 = �〈𝐽𝐽𝑖𝑖(�⃑�𝐼) − 𝐽𝐽𝑖𝑖−1(�⃑�𝐼)]2〉 

 

where 𝐽𝐽𝑖𝑖(�⃑�𝐼) is image BOLD signal intensity at locus �⃑�𝐼on frame iand angle brackets denote the spatial 

average of the voxel-wise signal intensity changes over the whole brain. Finally, the DVARS metric was 

scaled by dividing by the median brain intensity and then multiplying by 1000 to approximate the 

magnitude that was reported in Power et al. (58), i.e., 10 units of DVARS refer to 1% BOLD signal change. 

This is a critical step before any subsequently quantitative investigations since excessive head motion 

will lead to spurious signals that bias the functional connectivity measures (58,59). 

According to the histograms of the mean DVARS values for the patients (Figure S24), any patient 

with a DVARS larger than 50 (i.e., 5% BOLD signal change) was treated as an outlier and was removed 
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from the subsequent analyses. Among all the 96 patients (after filtering out five subjects that were 

identified with an artifact in their T1 segments in the following quality control step based on structural 

images) of core subtypes with resting-state fMRI data in the international sample, 12 patients (4 for 

subtype A and 8 for subtype B) were identified with high head motions (mean DVARS> 50) and were thus 

excluded for the classification analysis. This retained totally 84 patients [age (33.55 ± 11.28 years), 

gender (male/female: 59/25), illness duration (9.90 ± 9.65 years), and total PANSS score (58.05 ± 17.69)] 

with 47 in subtype A and 37 in subtype B. Between-subtype comparison of DVARS was achieved by using 

the Wilcoxon rank-sum test. This test showed no significant between-subtype difference (p=.10) with 

respect to the DVARS metric. Of note, this threshold of DVARS = 50 is roughly equivalent to a framewise 

displacement (FD) of 0.5 mm as demonstrated in Power et al. (58), and the cutoff of FD = 0.5mm has 

been commonly used in recent studies (as reviewed in Power et al.[59]). Then, all of the images 

were slice timing corrected using a newly proposed method of filter shift (60). The effectiveness and 

superiority of this method over the existing interpolation-based methods have been elaborated (60), 

especially in the case that the subjects have moderate to high head motions. Specifically, the signal value 

between the sample points can be more precisely estimated by using the Kaiser multiplicative windowed 

Sinc filtering than the Sinc interpolation used in SPM and the Hanning interpolation (a smoothed window 

function as to attenuate the rippling artifact encountered in the Sinc interpolation) implemented in 

FMRIB software library (FSL) (61). The slice timing corrected echo-planar imaging (EPI) volumes were 

then head motion corrected using the realignment program in SPM12, and the derived six motion 

parameters (three translations, three rotations) were saved and used as regressors for subsequent 

statistical analyses. Following head motion correction, the EPI data were normalized to MNI152 space by 

using an EPI template in SPM12 (affine transformation of each subject’s EPI data to this EPI template 

followed by nonlinear registration to the EPI template) with a 4 x 5 x 4 basis set to alleviate overfitting. 

This method has been recently proposed when distortion correction cannot be conducted in the 

condition that the field map is not available, which showed improved spatial convergence between EPI 

and structural images and within-dataset similarity (62). The normalized EPI images were resampled to 

an isotropic voxel size of 2mm. The high-resolution T1-weighted structural images were also 

preprocessed, including tissue segmentation and spatial normalization to MNI152 space which we used 

the shoot program (63) in CAT12. Then, the partial volume image for each patient, which contains all of 

the three grey matter (GM), white matter (WM) and CSF tissue types, was used as masks for extracting 
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the mean WM and CSF signals. To avoid an inaccurate estimate of the non-neuronal confounding signals, 

a quality control step was conducted to filter out those patients whose segments of T1 images had 

apparent artifacts and/or poor segmentation quality by using the “check sample homogeneity” module 

in CAT12. In this stage, five patients were filtered out, and the number of MRI images reported for 

classification analysis (i.e., 84 patients as aforementioned) is the number after this filtering step. 

Confounders of 24 head motion parameters (the 6 head motion parameters of roll, pitch, yaw, 

translation in three dimensions, their first temporal derivatives, and quadratic term signals), together 

with the non-neuronal components of the extracted total WM and CSF signals were regressed out from 

the overall BOLD signals (64). Of note, we also generated a version of preprocessed images with 

additionally global mean signal regression (GSR) as recent studies have suggested an improvement in 

brain prediction for behavior ratings with GSR (65), though this step remains a controversial option in 

resting-state fMRI preprocessing (66,67). Finally, band-pass filtering was performed on the data to 

restrict frequencies between .01 and .08 Hz. 

 

Connectivity matrix construction and classification analysis 

The preprocessed EPI images were used to generate a whole-brain connectome for each patient, 

quantifying functional connectivity between regions of interest spanning the entire brain in terms of 

correlated, spontaneous fluctuations in the resting-state BOLD signal. In the present study, time-series 

were extracted based on a parcellation system after combining Schäfer’s 600 cortical parcels 

(local-global parcellation based on resting-state functional connectivity) (68) with the Brainnetome 36 

subcortical parcels (69). The used cortical parcels were demonstrated to agree with the boundaries of 

certain cortical areas defined using histology and visuotopic fMRI, revealing neurobiologically meaningful 

features of brain organization. The Brainnetome atlas is fine-grained and cross-validated, containing 

information on both anatomical and functional connections. Of note, although Schäfer’s parcellation 

system has been shown to perform better than other atlases (70-73), in particular for resting-state 

analyses, it doesn’t currently feature a subcortical parcellation, so the Brainnetome subcortical parcels - 

which are derived based on diffusion tractography - were added. For cortical parcellation, resting-state 

modality should be preferred, as long-distance tracts, as well as those targeting heterotopic contralateral 

areas, are hard to resolve using diffusion weighted imaging (DWI). For subcortical regions, in turn, where 
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the fibers fan out but resting-state scanning is probably too coarse in resolution, DWI is optimal. So 

basically, we combined the best of both worlds. Nevertheless, we performed a control analysis after 

replacing the Brainnetome 36 subcortical parcels by a unified resting-state functional connectivity 

derived subcortical parcellation, i.e., Yeo’s 7 network striatum extension (74). Schäfer’s cortical 

parcellation has been shown to largely preserve Yeo’s network structure (68). The extracted voxel-wise 

time-series for each of the 636 parcels were compressed using the first eigenvariate which were then 

used to calculate pairwise Pearson correlations to form the whole brain connectivity matrix. The 

correlations were finally Fisher’s z-transformed prior to classification analysis. This parcel-based 

approach has the merits of enhanced computational tractability and biological interpretability (avoided 

the massive whole brain voxels while also extended the conventional seed-based approaches). A 

supervised support vector machine (SVM) was adopted to approach the classification problem, to 

classify the psychopathological subtypes for novel patients from the resting-state fMRI features. SVM 

learns the relationship between a set of input variables or features, and a particular outcome across a 

set of observations. The goal of SVM is to fit a function which approximates the relation between the 

features and the outcomes that can be used later to infer the outcomes for a new observation given its 

features. In the present study, we used a non-linear extension of SVM, namely the Radial Basis Function 

(RBF) kernel SVM, which could accommodate the potential non-linear relationship between the neural 

space and psychopathology. Parcel-wise classification analysis was conducted using the connectivity 

profile of each parcel individually. Effects of age, gender, site, illness duration, symptom severity (total 

PANSS score) and head motion parameter on the connectivity matrix in the test sample were adjusted 

using the betas fitted only in the training sample (75). A nested 10-fold grid-search was implemented 

among (only) the training data to tune the hyperparameters of C (the error/margin trade-off parameter; 

in SVM classification case, its target function attempts to find a separating hyperplane based on the 

feature space that is minimizing a measure of error on the training set while simultaneously maximizing 

the 'margin' between the two classes) and γ (the kernel parameter) for the RBF kernel. Sample 

imbalance was addressed by setting class weights when training the RBF-SVM models, as well as a 

stratified 10-fold cross-validation strategy for assessing the out-of-sample classification performance. 

The resulting balanced-accuracy for each parcel was averaged over folds and then over 50 replications of 

the entire procedure to avoid influences of the initial splits. The balanced accuracy (76) was calculated as 

follows: 
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𝑋𝑋𝑎𝑎𝑙𝑙𝑎𝑎𝐼𝐼𝐸𝐸𝐼𝐼𝐼𝐼 𝑎𝑎𝐸𝐸𝐸𝐸𝑢𝑢𝑎𝑎𝑎𝑎𝐸𝐸𝑎𝑎 =
1
2

(
𝑇𝑇𝑃𝑃
𝑃𝑃

+
𝑇𝑇𝑁𝑁
𝑁𝑁

) 

 

Where TP is the number of true positives: here the number of patients correctly classified to subtype B; 

TN is the number of true negatives: here the number of patients correctly classified to subtype A; P is the 

total number of patients with subtype B for classification; N is the total number of patients with subtype 

A for classification. 

 

Finally, permutation tests by shuffling the psychopathological cluster (subtype) labels were implemented 

to assess whether the classification accuracy for each of the parcels was significantly above chance (77, 

78). Specifically, in the realization of each permutation test: (1) the original cluster labels identified at 

psychopathological level were randomly permuted to obtain a randomized version of labels, (2) the 

same nested 10-fold cross-validation was conducted on all of the parcels using a set of uniformly 

permutated labels, and the balanced classification accuracy was recorded for each parcel. Then, the 

above two steps were repeated for 250 times. The whole process allowed us to create an empirical 

distribution of the classification accuracy to compare the (true) accuracy of each parcel against. A parcel 

with an accuracy rate of using the original (non-permutated) cluster labels above the 95th percentile of 

this distribution was identified as statistically significant (p<.05) in classifying the schizophrenia 

psychopathological subtypes (if the accuracy rate of non-permutated cluster labels exceeds those 

obtained from the all 250 permutation tests, indicating a statistical significance of p=.004). We 

furthermore applied a false discover rate (FDR) correction procedure to address the issue of multiple 

comparisons across the all parcels to avoid false-positive classifiable parcels (FDR q<.05 corrected). 

Classification with GSR showed that 48 parcels were identified as significantly classifiable for the 

psychopathological subtypes after FDR correction for multiple comparisons. Patterns of significant 

classifiable parcels were generally stable across the analyses with and without GSR (Figure 4B & Figure 

S26A). Top classifiable brain regions (e.g., right temporoparietal junction, ventral medial prefrontal 

cortex, as well as bilateral precuneus and posterior cingulate cortex) were replicated, and the highest 

classification accuracy was actually slightly increased for the GSR version (73%) compared to the 

non-GSR version (70%). Also, classification (FDR corrected) after replacing the Brainnetome 36 

subcortical parcels by a functional subcortical parcellation of Yeo’s 7 network striatum extension largely 
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replicated the main results (Figure S26B).  

Functional characterization analysis 

After the classification analysis was done, a functional decoding analysis was performed on the 

significant classifiable brain parcels to characterize their functions based on the BrainMap database 

(http://brainmap.org/) which recruited the “behavioral domain” and “paradigm class” meta-data of prior 

neuroimaging experiments (79). Five main categories “cognition, action, perception, emotion, 

interoception,” as well as their respective subcategories constitute as the behavioral domains. The 

specific tasks conducted in the respective experiment are categorized into various paradigm classes. To 

depict the individual functional profile of each significant cluster, we employed quantitative “forward 

inference” and “reverse inference” experiments as previously described (80-82). Briefly, forward 

inference assesses a cluster’s functional profile by identifying taxonomic labels for which the probability 

of finding activation in a specific cluster is significantly higher than the chance of finding activation for 

that particular cluster across the entire database. Statistical significance of the forward inference was 

estimated using a binomial test followed by an FDR correction at the level of p<.05 (81,83). In contrast, 

the reverse inference approach determines a cluster’s functional profile based on Bayes’ rule by means 

of identifying the most likely behavioral domains and paradigm classes given activation in a particular 

cluster. A χ2 test was employed to establish the significance of reverse inference using the same FDR 

correction strategy (p<.05) to account for multiple comparisons. To ensure robustness, results were 

shown for those of congruent forward and reverse inferences. The characterized functions for the all 53 

significant classifiable parcels that survived from FDR corrections were presented in Table S4. 

http://brainmap.org/
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Supplemental Tables 

Table S1.Demographic and clinical characteristics of the schizophrenia samples for each site 

Characteristics 
           Europe  The USA Asia 

Total 
Aachen Lille Göttingen Groningen Utrecht Munich Albuquerque Wayne State Singapore 

Total N for OPNMF 89 53 35 28 50 21 48 19 147 490 

Age  35.73±9.59 35.09±9.45 32.31±9.83 35.25±11.19 29.98±9.68 34.05±12.27 37.67±13.76 30.53±8.62 32.72±9.10 34.89±11.67 

Gender (male/female) 57/32 41/12 28/7 17/11 32/18 10/11 37/11  10/9 101/46 333/157 

N with illness duration 
information for ANOVA  
and sub-typing 

70 40 35 23 11 0 48 19 147 393 

Illness duration 8.90± 8.39 12.60± 6.81 7.29±7.72 8.39±7.94 9.00± 7.06 N.A 16.69± 12.47 7.79± 8.29 6.55±7.47 9.13±8.98 

PANSS           

P3 item 2.16±1.73 5.13±0.83 4.07±1.71 1.46±1.02 3.60±1.99 2.57±1.81 2.69±1.49 1.95±0.94 1.88±1.25 2.66±1.83 

Positive 14.54±5.77       21.32± 4.76 15.82± 5.06     12.03±3.54     16.14±4.43     19.38±6.15     14.50±4.97 11.63±2.16 10.59±3.84 14.24±5.76 

Negative 19.38±8.90      21.02±6.08 14.21±4.64        13.57±4.87 16.28±4.99     20.90± 7.75 14.15±4.48         11.63±3.25 9.00±3.03 14.67±7.21 

General 34.64±13.68        40.85±10.65 29.11±7.74       27.97±5.86 33.20±7.68    39.95 ±11.09 28.21±8.36 20.79±3.79       20.21±3.70         29.10±11.34 

Total 68.56±24.69         83.19±19.06 59.14±14.92        53.57±11.04          65.62±14.32    80.24±21.70 56.85±13.52          44.05±7.55 39.80±8.39         58.01±21.87 
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Characteristics 
           Europe  The USA Asia 

Total 
Aachen Lille Göttingen Groningen Utrecht Munich Albuquerque Wayne State Singapore 

N with medication 
information 

29  17  38  24 15  N.A 69 19  N.A 211 

Antipsychotic treatment           

FGA 0 3  0  1  5  N.A 8  9 N.A 26 

SGA 27 12  29 23 9  N.A 58  9 N.A 167 

FGA + SGA 2  2  7  0  1  N.A 3  1  N.A 16 

None 0 0 2 0 0 N.A 0 0 N.A 2 

OZP-equivalent dosage 20.64±11.03 26.24±21.21 25.06±11.49 14.55±8.31 17.10±12.42 N.A 14.84±10.96 12.47±12.88 N.A 19.64±14.15 

 
Note: Data are mean±SD; N: number of subjects, OPNMF: orthonormal projective nonnegative matrix factorization, FGA: first-generation antipsychotic, SGA: second-generation 

antipsychotic, PANSS: Positive and Negative Syndrome Scale, OZP: Olanzapine, NA: not available. 
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Table S2. Fit indices for confirming the PHAMOUS sample derived four to seven factor 

models on the international sample 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Models NFI CFI RMSEA Cronbach's alpha 

Four-factor 0.712 0.756 0.099 0.59, 0.82, 0.82, 0.91 

Five-factor 0.757 0.804 0.089 0.59, 0.79, 0.81, 0.83, 0.91 

Six-factor 0.748 0.793 0.092 
0.49, 0.59, 0.78, 0.79, 0.81, 
0.91 

Seven-factor 0.756 0.800 0.091 
0.49, 0.59, 0.69, 0.70, 0.78, 
0.79, 0.91 

Note: NFI: Normed Fit Index, CFI: Comparative Fit Index, RMSEA: the Root Mean Square Errors of Approximation. 
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Table S3A. Scanning parameters for resting-state BOLD fMRI across study sites 
 

Site Aachen-1 Aachen-2 Groningen Göttigen Lille Albuquerque Utrecht 

Scanner 
Siemens   

TrioTim3T 
Siemens  

TrioTim3T 
Philips 

Achieva3T 
Siemens 

TrioTim 3T 
Philips1 

Achieva 3T 
Siemens  

TrioTim 3T 
Philips1 

Achieva 3T 
TR (ms) 2000 2000 2400 2000 19.25 2000 21.75 

TE (ms) 21 28 28 30 9.6 29 32.4 
Number  
of slices 

44 34 43 33 45 32 40 

Slice-thickness 
(mm) 

3 3.3 3 3 3.22 4 4 

Gap (mm) n.a 3.6 n.a 0.6 n.a 1 n.a 

FA (degree) n.a 77 85 70 9  75 10 

Orientation Axial Axial Axial Axial Sagittal Axial coronal 

In-plane 
resolution 

(mm2) 
3 x 3 3.6 x 3.6 3.44 x 3.44 3 x 3 n.a 3 x 3 n.a 

Voxel size 
(mm3) 

3 x 3x 3 3.6 x 3.6x 3.3 3.44 x 3.44x 3  3 x 3x 3 
3.22 x 3.22 x 

3.4 
3 x 3x 4 4 x 4 x 4 

 

Note: TR: repetition time, TE: echo time, FA: flip angle; 1PRESTO-SENSE sequence achieving full brain coverage within 609ms for 

the Utrecht site and 1001ms for the Lille site combining a 3D-PRESTO pulse sequence with parallel imaging in 2 directions 

(8-channel SENSE head-coil). 
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Table S3B. Scanning parameters for T1-weighted structural MRI across study sites 
 

Site Aachen-1 Aachen-2 Groningen Göttigen Lille Albuquerque Utrecht 

Scanner 
Siemens 

TrioTim3T 
Siemens  

TrioTim3T 
Philips 

Achieva 3T 
Siemens  

TrioTim3T 
Philips1 

Achieva 3T 
Siemens2 
TrioTim3T 

Philips1 
Achieva 3T 

TR (ms) 1900 2300 2500 2250 10 2530 9.86 

TE (ms) 2 3.03 4.6 3.26 4.6 
[1.64, 3.5, 
5.36, 7.22, 

9.08] 

4.6 

Number  
of slices 

176 176 160 176 160 176 160 

Slice-thickness 
(mm) 

1 1 1 1 1 1 1 

FA n.a 9 30 n.a n.a 7 n.a 
In-plane 

resolution 
(mm2) 

0.97 x 0.97 1 x 1 1 x 1 1 x 1 1 x 1 1 x 1 0.875 x 0.875 

 

Note: TR: repetition time, TE: echo time, FA: flip angle; 1PRESTO-SENSE sequence, 2a multi-echo MPRAGE (MEMPR) sequence 

with 5 TEs. 
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Table S4. Classification accuracies and functional characterizations for the 53 parcels showing 

significant classification performance in discriminating the two psychopathological subtypes 

among the whole 636 parcels (FDR corrected p < .05) 

Parcel  Side 
Anatomical 

region 
Balanced 
accuracy 

Cognitive domain Paradigm classes 

1 R vmPFC 0.703 
Emotion.fear/reward; 
cognition.reasoning 

Reward, face monitor/discrimination; 
Gambling 

2 R TPJ 0.688 Social cognition Theory of mind 

3 L PCC 0.679 Cognition.memory explicit n.s. 

4 R vmPFC 0.677 Emotion.reward Reward; face monitor /discrimination 

5 L precuneus 0.674 
Cognition(Language, social cognition, 

memory explicit); emotion  
Theory of mind; emotion induction 

6 R precuneus 0.670 Cognition.memory explicit Episodic recall 

7 R precuneus 0.667 Action.preparation n.s. 

8 L lingual gyrus 0.665 Cognition.memory explicit n.s. 

9 L 
Heschl’s 

gyrus/insular cortex 
0.657 

Action.execution speech; 
Perception.Audition; cognition.music; 

perception Somesthesis.Pain 

Music production; Passive listening; 
Recitation /repetition (overt); Pain monitor 

/discrimination 

10 L 
vmPFC (frontal 
medial cortex) 

0.649 
Emotion.reward; cognition. social 

cognition 
Theory of mind; Reward; Taste 

11 L precuneus 0.646 Cognition.social cognition Theory of mind 

12 L 
superior occipital 

cortex 
0.646 Cognition.memory explicit Cued explicit recognition/recall 

13 R precuneus 0.642 Cognition.spatial n.s. 

14 R 
temporooccipital 

junction 
0.641 

Cognition.spatial; emotion; 
action.observation; perception.vision 

shape; interoception. sexuality 

Passive viewing; film viewing; affective 
pictures 

15 R 
superior frontal 

gyrus 
0.640 n.s. n.s. 

16 L inferior frontal gyrus 0.639 
Cognition.language 

speech/semantics/syntas 
Word generation (overt); reading (overt); 

semantic monitor/discrimination 
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17 R 

supramarginal 
gyrus/temporo- 

occipital junction 
0.639 

Perception.audition; cognition.language 
speech 

Film viewing; saccades; word generation 
(overt); pitch monitor/discrimination 

18 R 

precentral 
gyrus/inferior frontal 

gyrus, pars 
opercularis 

0.638 n.s. 
Stroop color; encoding; 

counting/calculation 

19 R lingual gyrus 0.634 n.s. n.s. 

20 
L 

calcarine 
cortex/precuneous 

0.633 n.s. n.s. 

21 L 
calcarine 

cortex/precuneous 
0.632 n.s. n.s. 

22 L parietal operculum 
cortex 

0.630 
Perception.audition; perception 

somesthesis.pain 
Pain monitor/discrimination 

23 R precuneous 0.628 Cognition.social cognition 
Theory of mind; face 

monitor/discrimination 

24 L 
fusiform 

cortex/lingual gyrus 
0.628 Perception.vision Drawing 

25 L calcarine cortex 0.628 n.s. n.s. 

26 R precentral gyrus 0.627 Action.execution 
Music production; Flexion/extension; 

finger tapping/button press 

27 L postcentral gyrus 0.624 
Action.execution; perception 

somesthesis 
Finger tapping/button press 

28 R caudate nucleus 0.620 Emotion.reward; cognition.reasoning reward 

29 R PCC 0.619 Perception.vision n.s. 

30 L precuneous 0.617 n.s. n.s. 

31 R 
superior occipital 

cortex 
0.617 

Action.execution/motor 
learning/imagination; cognition.spatial 

Drawing; imagined movement 

32 R 
superior occipital 

cortex 
0.617 Cognition.social cognition n.s. 

33 L 
(para)cingulate 

gyrus 
0.617 

Cognition.social cognition/reasoning; 
emotion.fear/reward; 
perception.gustation 

Reward; taste; theory of mind 

34 L precuneous 0.617 Cognition.social cognition n.s. 

35 L thalamus 0.616 
Interoception; perception 

somesthesis.pain 
n.s. 

36 R 
superior/middle 
temporal gyrus 

0.612 
Action.observation; perception.audition;  

cognition.language speech 
passive listening; music production; face, 

pitch and tone monitor/discrimination; 
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Abbreviations: vmPFC: ventral medial prefrontal cortex; TPJ: temporoparietal junction; PCC: posterior cingulate cortex; L: left; R: 

right; n.s: not significant. 

reading (overt); film viewing 

37 L 
superior occipital 

cortex 
0.611 

Action.execution/motor 
learning/imagination 

Drawing; imagined movement 

38 L precuneous 0.609 Cognition.social cognition 
Theory of mind; reasoning/problem 

solving 

39 
L 

fusiform cortex 0.607 
Cognition.language 

orthography/semantics;  
memory explicit 

Naming (overt); encoding; semantic 
monitor/ discrimination 

40 R 
inferior temporal 

gyrus 
0.597 Perception.audition n.s. 

41 R 
superior occipital 

cortex 
0.597 Cognition.social cognition Theory of mind; Imagined objects/scenes 

42 L precuneous/PCC 0.592 Cognition.social cognition; emotion Theory of mind 

43 L precuneous 0.592 
Cognition.social 

cognition/language/memory explicit 
Theory of mind; self-reflection 

44 R putamen 0.590 
Emotion.reward; action.execution; 

perception somesthesis.pain 
Reward; flexion/extension 

45 L 

parahippocampal 
gyrus/fusiform 

cortex 
0.587 

Cognition.language semantics and 
speech; cognition.memory explicit 

Naming (overt); semantic 
monitor/discrimination 

46 L 
parahippocampal 

gyrus/PCC 
0.586 Cognition. memory explicit n.s. 

47 R 
superior occipital 

cortex 
0.584 

Cognition.reasoning and working 
memory 

n.s. 

48 L TPJ 0.576 Cognition.social cognition Theory of mind 

49 R 
supramarginal 

gyrus 
0.575 

Action.motor learning and execution; 
cognition.spatial 

Drawing; anti-saccades; flanker; delayed 
match to sample; counting/calculation 

50 R paracingulate gyrus 0.574 
Emotion.reward and fear; 
cognition.social cognition 

reward 

51 R 
middle temporal 

gyrus 
0.571 

Perception.audition;  
cognition.social cognition 

Passive listening; theory of mind 

52 R 
occipital fusiform 

gyrus 
0.567 Action.observation Passive viewing 

53 L precentral gyrus 0.558 n.s. Flexion/extension 
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Supplemental Figures 

Figure S1. Illustration of the OPNMF factorization on the PANSS data 
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Figure S2. Flow chart for OPNMF evaluation procedures 
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Figure S3. Bootstrap and 10-fold cross-validation (repeated for 10,000 times) of 
stability and generalizability for the factor-solutions derived by OPNMF in the 
PHAMOUS sample 
 

 
Box-plots show stability and generalizability results of the factor solutions from factor number 2 to 11. Higher values for 

adjusted RI and CI (upper row) indicate higher stability. Lower values for VI and out-of-sample increase in RE (bottom row) 

indicate better stability and generalizability, respectively. A 3-factor model was indicated as the best since both of the mean 

and median values for VI and out-of-sample increase in RE achieve the lowest, and the aRI and CI reach the highest at that 

point. For the box-plots, red line depicts the median, green diamond depicts the mean, whiskers represent the 5th and 95th 

percentiles. Abbreviations: aRI = adjusted Rand index, VI = variation of information, JI = Jaccard index, CI = concordance 

index, RE = reconstruction error. 
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Figure S4. Bootstrap and 10-fold cross-validations (repeated for 10,000 times) of 
stability and generalizability for the factor-solutions derived by OPNMF in the 
international sample 

 
As shown, both of the two cross-validations inform that a 4-factor solution is the optimal. At point 4 the mean and median 

values of VI and out-of-sample increase in RE achieve the local minimum, while the aRI reaches the highest and the CI 

reaches the local maximum in bootstrap analysis. For 10-fold cross-validation, except for CI which does not point to a specific 

factor number, the other three indices all arrive at an optimal solution of factor number 4 (the mean and median values of VI 

and out-of-sample increase in RE achieve the local minimum, while the aRI reaches the local maximum). For the box-plots, 

red line depicts the median, green diamond depicts the mean, whiskers represent the 5th and 95th percentiles. Abbreviations: 

aRI = adjusted Rand index, VI = variation of information, JI = Jaccard index, CI = concordance index, RE = reconstruction 

error. 
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Figure S5. Split-half, bootstrap, and 10-fold cross-validations (repeated for 10,000 times) 
of stability and generalizability for the factor-solutions derived by OPNMF in the 
PHAMOUS sample after removed outlier patients using themedian absolute deviation 
method  

 

As shown, a 3-factor model was indicated as the best in all of the three manners of cross-validation as both of the mean and 

median values for VI and out-of-sample increase in RE achieve the lowest, and the aRI and CI (for 10-fold, it reaches the local 

maximum) reach the highest at that point. For the box-plots, red line depicts the median, green diamond depicts the mean, 

whiskers represent the 5th and 95th percentiles. Abbreviations: aRI = adjusted Rand index, VI = variation of information, JI = 

Jaccard index, CI = concordance index, RE = reconstruction error. 
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Figure S6A-S6B. Split-half, bootstrap (S6A), and 10-fold cross-validations (S6B) in the 
international sample, as well as the between-sample bootstrap comparison (repeated 
for 10,000 times; S5B) of stability and generalizability for the factor-solutions derived 
by OPNMF after removed outlier patients using the median absolute deviation method 
 
S6A. 
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S6B. 

 
 
As shown, 4 factor solution is optimal for the international sample as well as generalizing cross the two datasets because 

at that point the median values of VI and out-of-sample increase in RE achieve the local minimum, while the aRI and the 

CI (except for that in 10-fold cross-validation) reach the local maximum in all of the three (split-half, bootstrap and 10-fold) 

cross-validation strategies in the international sample, as well as in the between-sample (PHAMOUS vs. international) 

bootstrap comparison analysis. For the box-plots, red line depicts the median, green diamond depicts the mean, whiskers 

represent the 5th and 95th percentiles. Abbreviations: aRI = adjusted Rand index, VI = variation of information, JI = 

Jaccard index, CI = concordance index, RE = reconstruction error. 
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Figure S7A-S7B. Split-half, bootstrap (S7A), and 10-fold cross-validations (repeated for 
10,000 times; S7B) in the PHAMOUS sample with both the initial and follow-up PANSS 
measures, as well as the between-sample bootstrap comparison (S7B) of stability and 
generalizability for the factor-solutions derived by OPNMF 
 
S7A. 
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S7B. 
 

 

As shown, factor number 3 is the optimal solution for the PHAMOUS sample in split-half, bootstrap and 10-fold 

cross-validations because at that point the mean and median values of VI and out-of-sample increase in RE achieve the 

lowest, while the aRI and CI reach the highest. In between-sample comparison analysis, a 4 factor-structure is also shown 

as the best when generalizes from the large, homogeneous PHAMOUS sample to the international sample since both of 

the mean and median values for VI and out-of-sample increase in RE achieve the lowest, and the aRI and CI reach the 

highest at factor number 4.For the box-plots, red line depicts the median, green diamond depicts the mean, whiskers 

represent the 5th and 95th percentiles. Abbreviations: aRI = adjusted Rand index, VI = variation of information, JI = 

Jaccard index, CI = concordance index, RE = reconstruction error. 
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Figure S8. Between-sample bootstrap analysis after accounting for age and illness 
duration differences, as well as sample size difference between the two datasets 
 

 

 

 

As shown, a four-factor model stays as the optimal solution in generalizing to the international data set after the 

differences in sample size, age and illness duration between the PHAMOUS and the international sample were accounted. 

Both of the mean and median values for variation of information and out-of-sample increase in reconstruction error 

achieve the lowest, and the adjusted Rand index and concordance index reach the highest at factor number 4. Red line 

depicts the median, green diamond depicts the mean, whiskers represent the 5th and 95th percentiles. Abbreviations: aRI 

= adjusted Rand index, VI = variation of information, JI = Jaccard index, CI = concordance index, RE = reconstruction 

error. 
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Figure S9A-S9B. Between-sample (PHAMOUS vs. international) bootstrap based 
comparison analysis after leaving out each site from the PHAMOUS sample (S9A), or 
the international dataset (S9B) consecutively to confirm that the best generalizable 
factor-model is independent of geographical regions 
 

S9A 
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S9B 

 
All of the 13 leave-one site-out analyses indicate a 4 factor-model is the most generalizable solution across the two 

datasets. Seen from the figure, the mean and median values of VI and the median value of out-of-sample increase in RE 

achieve the local minimum, while the aRI reaches the highest and the CI reaches the local maximum no matter which site 
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was left out from the PHAMOUS or the international dataset. For the box-plots, red line depicts the median, green 

diamond depicts the mean, whiskers represent the 5th and 95th percentiles. Abbreviations: aRI = adjusted Rand index, VI 

= variation of information, JI = Jaccard index, CI = concordance index, RE = reconstruction error. 

 
 
 
 
Figure S10. Between-sample (PHAMOUS vs. international) bootstrap based analysis for 
assessing the stability and accuracy of PHAMOUS generated dictionaries in predicting 
the loadings and item-scores for the international sample 
 

 
Note: The newly emerged fifth factor in the OPNMF five-factor model represents excited symptoms primarily including 

poor impulse control and excitement items. 
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Figure S11. Between-sample (PHAMOUS vs. international) bootstrap based analysis for 
assessing the stability and accuracy of PHAMOUS generated dictionaries in predicting 
the loadings and item-scores for each individual site in the international sample 
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Figure S12. Inter-item correlations for the original PANSS subscales and OPNMF 
representation of psychopathology without adjusting for general symptom severity 
(total PANSS score) 
 

 
 

Correlation strength is color-coded (light yellow to red: positive correlations; cyan to blue: negative correlations). 

 
 
Figure S13. Quantitative comparison of PCA and OPNMF derived factor models based 
on explained variance  
 

 
A) Within-sample explained variance (EV) for the matrix reconstructed by OPNMF dictionary and the PCA loadings.  

B) A higher loss of EV indicates worse generalizability. OPNMF is with better generalization performance with lower loss of 

EV, especially for the four factor model which achieved the local minimum. 

 
 



Chen et al. Supplement 

66 

Figure S14. Correlations between the three original PANSS subscales and OPNMF 
representation of psychopathology with and without controlling for general symptom 
severity (total PANSS score) 

 

 
 

Correlation strength is color-coded (light yellow to red: positive correlations; cyan to blue: negative correlations). 
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Figure S15. Relationship between factors, demographic and clinical information 
without controlling for symptom severity 
 

 
(A) Partial intercorrelation of the four factor-loadings after controlling for overall symptom severity (total PANSS score). 

Box-plot shows the bootstrap results (10,000 replication times) for the partial intercorrelation between the 4-factor 

loadings. Red line depicts the median, green diamond depicts the mean, whiskers represent the 5th and 95th 

percentiles. 

B-C. Effects of socio-demographic and clinical features on the 4-factor loadings 

(B) Bootstrap results for the 3-way ANOVA analysis. Samples were drawn from the original loading matrix for 10,000 

times and then the ANOVAs were repeated on these bootstrapped samples. Boxes refer to the beta values. Red line 

depicts the median, green diamonds the mean. *(Mdn, p < .05), **(M and Mdn, p < .05). 

(C) Results of the 3-way ANOVA analysis based on the original loading matrix. Scatters show significant negative 

association between age (adjusted for gender and illness duration) and the cognitive loading, and significant positive 

associations between illness duration and the four factor-loadings after adjusted for age and gender. Regression 

lines were depicted with 95% confidence Interval on the fitted values. 
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Figure S16. Assessment of clustering stability based on subsampling and bootstrap 
resampling techniques. Internal validity indices were calculated for both of the 
subsamples and bootstrapped samples 
 

 
 
The boxplots show the values of the validity indices and adjusted Rand index (aRI) from cluster number 2 to 9. Higher 

values of fuzzy SI and lower values of XB and PE indicate a better clustering quality, while a higher aRI refers to better 

stability of the cluster partitions The mean and median maximum for fuzzy SI and the minimums for XB and PE were all on 

the point of 2, suggesting that a 2 cluster solution is the best in representing the subgroups within the schizophrenia 

patient population regardless of the original data that are perturbed. The cluster number 2 also reaches the highest aRI in 

bootstrap analysis among the tested cluster numbers. aRI reflects the convergent assignment of the patient-pairs to the 

clusters between the bootstrapped samples and the original sample (whole patients). Abbreviations: SI = Silhouette index, 

XB = Xie and Beni index, PE = partition entropy. 
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Figure S17. Leave-one-site-out validation for the optimal cluster solution by calculating 
the three internal validity indices upon the removal of each site from the international 
dataset consecutively 
 

 
 
The plots show the values of the validity indices from cluster number 2 to 9. Higher values of fuzzy SI (in triangle) and 

lower values of XB and PE (in inverted triangle) indicate a better clustering quality. The maximums for FSI and the 

minimums for XB and PE were all on the point of 2, suggesting that a 2 cluster solution is the best in representing the 

subgroups within the schizophrenia patient population no matter which site is excluded from the international sample. 

Abbreviations: SI = Silhouette index, XB = Xie and Beni index, PE = partition entropy. 
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Figure S18. Comparisons of the four adjusted factor-loadings between the core 
subtypes and the ambiguous patient class 
 

 
 

Factor-loadings (adjusted) that significantly differed between the subtypes and the class of 25% 

ambiguous cases were marked with p values provided (10,000 permutation tests with shuffled cluster 

labels). Error-bar: standard deviation 
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Figure S19. Clustering the original and the residuals of the 30 individual PANSS 
item-scores 
 

 
 
A) Fuzzy c-means yielded an optimal two-cluster solution (XB index and partition entropy) for clustering the original 30 

PANSS item-scores 

B) Although XB index and partition entropy pointed to a two-cluster solution, values of the internal validity index of XB are 

extremely large indicating poor clustering quality and  

C) The clusters were mainly driven by overall symptom severity such that scores for the all 30 items were either high or 

low, respectively 

D) The four clusters identified by GMM were reflecting to overall symptom severity  

Higher values of fuzzy SI (in triangle) and lower values of XB and PE (in inverted triangle) indicate a better clustering 

quality. Abbreviations: SI = Silhouette index, XB = Xie and Beni index, PE = partition entropy. 

 

 
 
 
 



Chen et al. Supplement 

72 

 
Figure S20. Clustering the original three PANSS subscales without adjusting for age, 
gender, illness duration and total PANSS score 
 

 
A) Fuzzy c-means results: Higher values of fuzzy Silhouette index (SI), lower values of Xie and Beni index (XB) and 

partition entropy (PE) indicate a better clustering quality. The maximum for fuzzy SI and the minimums for XB and PE 

all suggested an optimal two-cluster solution. The grouped box-plot shows the between-cluster comparison results of 

the original values of the PANSS three subscales.3D visualization of the two resulting clusters was also presented. 

B) The radar chart shows the six GMM clusters. 

The red line depicts the median, the green diamond depicts the mean; For the grouped box-plot: The black dashed line 

depicts the median, the yellow diamond depicts the mean, and the whiskers represent the 5th and 95th percentiles. 
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Figure S21. Clustering the residuals of the three PANSS subscales after adjusting for 
age, gender, illness duration and total PANSS score 
 

 
A) Internal validity indices used for determining the optimal cluster number. Higher values of fuzzy Silhouette index  

(SI), lower values of Xie and Beni index (XB) and partition entropy (PE) indicate a better clustering quality. 

B-C) Clustering stability assessment based on subsampling and bootstrap resampling technique. The adjusted Rand 

index reflects the convergent assignment of the patient-pairs to the clusters between the sub-samples/bootstraps and 

the original sample. 

D) The cluster number is set to 2 when creating the 3-D plot for a comparison with the optimal two clusters generated 

based on our four factors. The grouped box-plot shows the between-cluster comparison results of the residuals of the 

PANSS subscales. 

E) Subsampled and bootstrapped values for cluster validity index: Higher values of fuzzy SI and lower values of XB and 

PE indicate a better clustering quality. 

The red line depicts the median, the green diamond depicts the mean; For the grouped box-plot: the black dashed line 

depicts the median, the yellow diamond depicts the mean, and the whiskers represent the 5th and 95th percentiles. 
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Figure S22. Clustering the raw loadings on the four OPNMF factors without adjusting 
for age, gender, illness duration and total PANSS score 
 

 
A) Internal validity indices used for determining the optimal cluster number. Higher values of fuzzy Silhouette index (SI), 

lower values of Xie and Beni index (XB) and partition entropy (PE) indicate a better clustering quality. The maximum 

for FSI and the minimums for XB and PE all suggested an optimal two-cluster solution.  

B-C) Clustering stability assessment based on subsampling and bootstrap resampling technique. Adjusted Rand index  

reflects the convergent assignment of the patient-pairs to the clusters between the sub-samples/bootstraps and the  

original sample. 

D)  The grouped box-plot shows the between-cluster comparison results of the four factor-loadings. 

E)  4D visualization of the two resulting clusters. 

F)  The radar chart shows the six GMM clusters. 

The red line depicts the median, the green diamond depicts the mean; For the grouped box-plot: the black dashed line 

depicts the median, the yellow diamond depicts the mean, and whiskers represent the 5th and 95th percentiles. 
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Figure S23. Clustering the residuals of the loadings on the four OPNMF factors with 
adjusting for age, gender, illness duration, but without total PANSS score adjustment 
 

 
 
A) Internal validity indices used for determining the optimal cluster number. Higher values of fuzzy Silhouette index (SI), 

lower values of Xie and Beni index (XB) and partition entropy (PE) indicate a better clustering quality. The maximum 

for fuzzy SI and the minimums for XB and PE all suggested an optimal two-cluster solution.  

B) Clustering stability assessment based on subsampling and bootstrap resampling technique. Adjusted Rand index 

here reflects the convergent assignment of the patient-pairs to the clusters between the subsamples/ bootstraps and 

the original sample. 

C) The grouped box-plot shows the between-cluster comparison results of the residuals of the four factor-loadings, and 

the box-plot shows the between-cluster comparison for total PANSS score. 

D) 4D visualization of the two resulting clusters (total PANSS score was not adjusted). 

E)   The radar chart shows the three GMM clusters. 

The red line depicts the median, the green diamond depicts the mean; For the grouped box-plot: the black dashed line 

depicts the median, the yellow diamond depicts the mean, and the whiskers represent the 5th and 95th percentiles. 
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Figure S24. Histograms show the head motion metric (DVARS) for the patients of core 
subtypes (left), and the all patients including those with ambiguous subtype 
memberships (right), in order to filter out the patients with excessive head motions. 
Ten DVARS units refer to 1% BOLD signal change 
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Figure S25. Schematic for 10-fold cross-validation in classification analysis 
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Figure S26. Classification of the two psychopathological subtypes from resting-state 
functional connectivity patterns with global mean signal removal (A), as well as after 
replacing the Brainnetome subcortical parcels by a resting-state functional 
connectivity derived striatum parcels (B) 
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