
 

Figure S1 – List of all keywords and search combinations used for this literature review.  

  

 

 

Figure S2 – Diagram of the inclusion/elimination process used for manuscript selection. 

 



 

 

Supplementary Note 

S1. Python programming language script 

The script presented below was used to select the papers and retrieve the correspondent 
Medline data (Title, Abstract, etc) used for this literature review. This script (Python 
3.7.3) was run in a Linux operating system. At line 40 the user should replace 
"johndoe@mail.com" by his proper email. Furthermore, for the script to work properly, 
the keywords presented in Fig S3 must be used.  
 
 
import pandas as pd 
import numpy as np 
import pickle 
from Bio import Entrez, Medline 
 
file_loc = "keywordsbulk.xls" 
df = pd.read_excel(file_loc, na_values=['NA'],   usecols = "A") 
df=df.dropna() 
alpha = df['Alpha'].tolist() 
 
df = pd.read_excel(file_loc, na_values=['NA'],   usecols = "B") 
df=df.dropna() 
beta = df['Beta'].tolist() 
 
df = pd.read_excel(file_loc, na_values=['NA'],   usecols = "C") 
df=df.dropna() 
gamma = df['Gamma'].tolist() 
 
tripleterms = [] 
for i in alpha: 
    for j in beta: 
        for k in gamma: 
            aterm = i.lower() + ' ' + j.lower() + ' ' + k.lower() 
            tripleterms.append(aterm) 
 
doubleterms = [] 
for i in alpha: 



    for j in beta: 
        aterm = i.lower() + ' ' + j.lower() 
        doubleterms.append(aterm) 
 
allterms = tripleterms + doubleterms 
 
 
Entrez.email = "johndoe@mail.com" 
allpmids = [] 
 
for ttt in allterms: 
    handle = Entrez.esearch(db='pubmed',  
                            sort='relevance',  
                            retmax='20',  
                            term=ttt, 
                            usehistory="y") 
    pmids = Entrez.read(handle)['IdList'] 
    allpmids.extend(pmids) 
 
allpmids = list(set(allpmids)) 
 
out_handle = open("auxiliary.txt", "w") 
 
allpmidsaux = ','.join(allpmids) 
fetch_handle = Entrez.efetch(db='pubmed', 
                        rettype='medline', 
                        retmode='text', 
                       id=allpmidsaux) 
data = fetch_handle.read() 
fetch_handle.close() 
out_handle.write(data) 
out_handle.close() 
 
with open("auxiliary.txt") as auxilhandle: 
        therecords = Medline.parse(auxilhandle) 
        recordslst = list(therecords)     
     
auxilhandle.close() 
 
 
with open('papers.dat','wb') as filename: 



    pickle.dump(recordslst, filename) 
 
 

 

Figure S3 – List of keywords used by the script (Python 3.7.3) to create the double and 
triple search terms presented in Fig S1. This list should be included in an excel file called 
“keywordsbulk.xls" in order to be used by the script.   



Table S1 – Advantages, disadvantages and some applications of the major AI/ML methods compiled in this review.  
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SVM 

Draws margins between 
different classes based on 
the principle of margin 
calculation. Mainly used 
for classification [1]. 

i) Margins are drawn to 
maximize the distance 
between the margin and the 
classes, minimizing the 
classification error. 
ii) Can be used for complex 
data sets with many 
variables or dimensions [2]. 

i) Sensitive to noise for 
small- and medium-
sized data sets [3];  

i) Biomedical data 
classification: 
     i.a) Disease 
classification/subtyping; 
     i.b) Molecular 
classification/identification 
(e.g.biomarker 
identification); 
ii) Drug discovery (e.g. 
compound 
selection/druggability 
scores); 
iii) Text categorization. 

Bayesian  
network 

Direct acyclic graph 
representation of random 
variables and their 
conditional probability 
based on the Bayes’ 
theorem to create 
decision/belief trees [3].  

i) Informs about the 
interdependency among 
features 
ii) Avoids overfitting 
iii) Robust against missing 
data [3,4]. 

i) When there are too 
many features;  
ii) The network 
structure can be 
difficult to interpret 
[3]. 

 
i) Clustering and 
classification purposes [1].  
ii) Disease 
classification/modeling 
[4]; 
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Naïve Bayes 
classifier 

A type of Bayesian 
network that assumes 
independence between 
variables and that each of 
them depend on the 
dependent variable. 

i) Does not require a lot of 
training data 
ii) ability to process complex 
queries and high 
dimensional datasets. 
iii) highly interpretable 
iv) not sensitive to irrelevant 
features or noise [3]. 

The conditional and 
independence 
assumption and 
oversimplifying 
relationship among 
features, hardly 
represents the real 
world. 
 

 
i) Clustering and 
classification purposes [1].  
ii) Disease 
classification/modeling 
[4]; 

RF 

Consists of a set of 
decision trees, each 
providing classification 
for input data. The final 
classification is 
established by the most 
voted prediction [5].  

i) Can handle large and 
unbalanced (e.g. when a 
specific subgroup is 
underrepresented) datasets;  
ii) High accuracy in 
classification, as it generates 
an internal unbiased 
estimate of the 
generalization error; 

i) Lack of 
reproducibility, since 
the building of the 
trees is random; 
ii)Interpretation of the 
final model and 
subsequent results may 
be complex; 
 

i) Biomedical data 
classification: 
   i.a) Medical imaging and 
data (e.g. patient 
registries) analysis; 
   i.b) Gene variants 
pathogenicity prediction;  
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RF  

iii) Estimates missing data 
well;  
iv) Enables a large number 
of weak or weakly-
correlated classifiers to 
form a strong classifier; 
v) Runs fast [6].       

iii) Cannot cope well 
with very small 
samples [6]. 

   i.c) Disease 
classification/modelling; 
  i.d) Molecular 
classification/identification 
(e.g.biomarker 
identification); 

Ensembles 

Combination of various 
individual learners/tools 
to form one composite 
global model. The model 
can be homogeneous (use 
only the same type of 
tools) or heterogeneous 
(combination of different 
tools such as: Naïve 
Bayes, decision trees, 
NN, etc. [1,7].  

i) Higher accuracy and 
reliability compared to the 
individual learners; 
ii) Reduced probability of 
over fitting, bias and/or 
error [7];  
 

i) Significant increase 
in computational cost 
[8]; 
ii) Increased system 
processing time [7].  
 
 

i) Biomedical data 
classification: 
      i.a) Medical imaging 
and data (e.g. patient 
registries) analysis; 
      i.b) Gene variants 
pathogenicity prediction;  
      i.c) Disease 
classification/modelling; 
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Gaussian process 
regression model 

A non-parametric 
regression model that 
defines a prior 
beliefs/predictions that 
can be converted into a 
posteriori predictions 
[9,10]. 

 
i) Flexible model (e.g. a 
priori beliefs can be 
shaped through kernel 
choosing); 
ii) Make reliable 
estimates [9]. 

i) The uncertainty of 
the model increases 
away from the training 
data (this can be both 
an advantage and 
disadvantage). In 
biomedical data this 
could mean that this 
model could predict 
with high accuracy 
disease progression for 
the same patient at 
different time points, 
but not for different 
patients. 
ii) Computationally 
expensive [10].  

i) Gene variant 
pathogenicity prediction; 
ii)Longitudinal studies 
(e.g. Disease modelling) 
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Fuzzy clustering 

Clustering is the 
assignment of object 
groups into clusters 
(groups). In fuzzy/soft 
clustering data 
elements belong to 
more than one cluster 
and each element is 
associated to a set of 
membership levels 
[11].  

i) Ability to handle 
large-scale data;  
ii) Easy detection and 
handling of noisy data 
and outliers;  
iii) Ability to deal with 
data having different 
types of variables [12]. 
 

i) Difficulty in 
handling outlier 
points;  
ii) Dependence of 
membership values of 
other cluster centers;  
iii) Problems handling 
high dimensional data 
sets and large number 
of prototypes;  
iv) Possibility of 
coincident cluster 
generation [12].   

i) Data mining;  
ii) Pattern/image 
detection/recognition;  
iii) Biomedical data 
classification: 
iii.a) Disease 
classification/diagnosis. 
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Neural network 
(NN) 

Derives from the 
biological concept of 
neurons. It works in 
three layers: the input 
layer (takes in 
information), the 
hidden layer (processes 
the information) and 
the output layer 
(calculates the final 
result) [1].  

i) Low classification 
errors; 
ii) Low memory 
requirements; 
 

Low interpretability [3]; 
Difficulty in choosing the 
network architecture; 
Dependence of several 
factors (e.g. initial weight 
values) for algorithm 
efficient training; 
The resulting classifier is 
a “black box”, leading to 
difficulty in 
understanding the 
resulting set of weights 
[13].   

i) Biomedical data 
classification: 
   i.a) Medical imaging and 
data (e.g. patient 
registries) analysis; 
   i.b) Gene variants 
pathogenicity prediction;  
   i.c) Disease 
classification/modelling; 
  i.d) Molecular 
classification/identification 
(e.g.biomarker 
identification); 
ii) Drug design and 
development [14].  
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Deep NN 
NN with more than one 
hidden layer [15].  

i) Capability of 
automatically extract, 
from raw data, the 
appropriate features for 
the learning task, thus 
avoiding feature 
engineering [16].  
ii) Yields state of the art 
results in several 
learning tasks.  

i) High computational 
cost; 
ii) Difficulty to scale. 
[8].  

Applies to most of the 
learning problems such 
as: i) Image and language 
understanding;  
ii) Drug discovery, 
diagnostics; 
iii) Discovery of biological 
processes, etc.  

Graph 
Convolution-based 
Association 
Scoring 

A spectral graph 
convolution algorithm 
for inferring pairwise 
associations [17]. 
It is a subcategory of 
NN.  

i) Solves the problem of 
phenotype-driven rare 
disease 
gene prioritization 
wherein the input is a 
set of pheno- 
types from clinical cases 
and the output a ranked 
list of possible causal 
genes [17]. 

i) Only first order 
convolutions have been 
studied for GCAS [17]. 

Hypothetically several 
areas of applications, 
however only phenotype-
driven rare disease genes 
prioritization has been 
tried [17].   
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Transfer  
Learning 

The improvement of 
learning in a new task by 
using the knowledge 
acquired from a different 
but related task [18]. 

i) Highly valuable when 
there isn’t enough 
labeled data to train the 
algorithm for a specific 
task [18,19]. 

i) Negative transfer: when 
the knowledge comes 
from a not enough related 
task the knowledge 
transfer can hurt the 
learning performance 
[19]. 

i) Classification tasks; 
ii) Feature selection; 
iii) Visual tracking [18,20]. 
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