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S1. Experimental setup and methods

S1.1: Experimental setup

Setup overview. A block diagram of the experimental setup used to induce and probe

ultrafast anomalous Hall currents in graphene is depicted in Fig. S1. A train of ultrafast laser

pulses with a central wavelength of 1040 nm, pulse duration of ∼ 500 fs and pulse energy of

∼ 80 μJ were derived from a commercial Yb-based laser system. It operated at 211 kHz with

an average power of 16 W. Approximately 1% of the total power was converted to the

second harmonic wavelength of 520 nm by passing the beam through a Beta Barium Borate

(BBO) crystal. The remaining 1040 nm light was separated from the 520 nm light using a

dichroic mirror and fed into a home-built optical parametric amplifier34 with a difference

frequency generation stage. This produced mid-infrared laser pulses at 6.5 μm with a pulse

duration of ∼ 500 fs.

The mid-infrared beam was passed through two wire-grid polarizers, which were used to

adjust the intensity and linear polarization of the light. A quarter-waveplate mounted in a

hollow-bore motor was used to perform helicity-dependent measurements using a

polarization chopping technique (discussed below). From there the beam was coupled into a

microscope and focused onto the graphene device at normal incidence with a ∼ 80 μm

Fig. S1 | Block diagram of the experimental setup.
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focused spot size (FWHM) so that the graphene and contacts were homogeneously

illuminated. The device was mounted in a microscopy cryostat designed for high frequency

transport measurements and cooled to a base temperature of 80 K for all measurements.

The 520 nm laser beam generated at the output of the laser was routed through an optical

delay line, coupled into the microscope and used to operate the photoconductive switch

using a peak fluence of ∼ 15 mJ/cm2. A microscope camera provided a live video feed of the

laser beam and device alignment, which was maintained using active stabilization

techniques. By adjusting the path length of the optical delay line, the timing between the

6.5 μm graphene optical drive pulse (pump) and the 520 nm switch trigger pulse (probe)

could be varied and ultrafast anomalous Hall currents detected with a ∼ 1 ps time

resolution. Detected currents were amplified using a home-built transimpedance amplifier

and processed using standard lock-in techniques.

Optical polarization chopping. We isolated helicity-dependent currents using optical

polarization chopping techniques35. A hollow-bore motor was used to continuously rotate a

quarter-waveplate at a frequency of ∼ 200 Hz. The mid-infrared polarization then changed

helicity four times per 360-degree revolution. By triggering on the 2nd harmonic of the

rotation frequency, helicity-dependent signals could be isolated using a lock-in amplifier. We

calibrated the phase of the lock-in amplifier by performing optical polarization

measurements at the sample position.

Intensity dependence data. As discussed in the main text, we define the peak anomalous

Hall conductance as Gxy = Îg[⟳ - ⟲] / 2Vy, where Îg ≅ 6.0 Îx (see section S3.4). The data in

Fig. 4a (main text) is the average of Gxy = 6 Îx[⟳ - ⟲] / 2Vy measured with Vy = +0.6 V and

Vy = -0.6 V at EF = 0 meV.

Backgate dependence data. The data in Fig. 4b (main text) is the average of

Gxy = 6 Îx[⟳ - ⟲] / 2Vy measured with a positive and negative Vy (see section S3.4).

Measurements were performed by applying +/- 12.5 V over a 100 kΩ resistor in series with

the source so that the source-drain current running through the graphene was held

approximately constant at ∼ 125 μA for all gate voltages. This was done to prevent large

source-drain currents from breaking the contacts as the graphene carrier density was

increased by the gate. While measuring Îx[⟳ - ⟲] at different backgate voltages, the current
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Fig. S2 | Beam profile. A razor blade was moved into the beam at the position of the focus behind
the reflective microscope objective and the total transmitted power passing the knife edge was
measured. a, Transmitted power (blue, left axis) and differentiated power (red, right axis) measured
for different knife edge position along the x-axis (parallel to the table). The inset show the beam
profile before it is focused by the reflective microscope objective. b, Transmitted power (blue, left
axis) and differentiated power (red, right axis) measured for different knife edge position along the
y-axis (vertical to the table).

outputted by the source was simultaneously recorded and the DC source-drain voltage drop

Vy could be determined and used to calculate Îx[⟳ - ⟲] / 2Vy.

The equilibrium Fermi level position was calculated using the relation

Fܧ = sign(݊) ħ ݒf ඥߨ |݊| , after Ref. 28, where fݒ  is the Fermi velocity (we use fݒ  = 1 ∙

106 ms-1), n = C (V - VD ) / e is the graphene carrier density, C = ε0εr / d is the capacitance per

area of the graphene/SiO2 stack, e is the electron charge, VD is the Dirac point, V is the

applied gate voltage, the thickness d = 285 nm and εr = 3.9. The transfer characteristic is

shown in Fig. S3e.

S1.2: Beam characterization

Mid-infrared laser pulses derived from the OPA were collimated, passed though wire-grid

polarizers, and a quarter-waveplate. A 10x reflective microscope objective was used for

imaging and to focus the mid-infrared light onto the graphene flake. The beam entering the

objective was imaged using a Pyrocam Beam Profiling Camera from Ophir. A picture of the

round Gaussian profile is shown as an inset in Fig. S2a.

The beam size at the focus position, at the plane of the graphene flake, was determined by

standard knife edge measurements. A razor blade was mounted on a translation stage and
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moved into focus behind the microscope objective. The power was recorded behind the

razor blade for different positions. The result for the x-direction (parallel to the table

surface) and y-direction (vertical to the table) is shown in Fig. S2. We find a beam profile

with FWHMx = 83 μm and FWHMy = 91 μm, corresponding to Gaussian widths σx = 35.5  μm

and σy = 39 μm. The temporal FWHM of the mid-infrared laser pulses is 500 fs, which yields a

width of σt = 212 fs. With these parameters we can determine the peak fluence reported in

the main text and the peak electric used for Floquet calculations (see supplementary S7).

The peak fluence Fmax for a given average power P behind the diamond windows of the

cryostat is given by:

(ܲ)maxܨ =
ܲ
r݂ep

∙ 1
௬ᇣᇧᇤᇧᇥߪ௫ߪ ߨ2

space integral

  ,

where frep = 211 kHz is the repetition of the laser.

The peak electric field in the center of the beam in free space for linear polarization (Emax,lin)

and circular polarization (Emax,circ) can be calculated by

(ܲ)max,linܧ = (ܲ)max,circܧ 2√ = ඩ
2

଴ܿߝ ∙ ܲ
r݂ep

∙ 1
௧ᇣᇧᇤᇧᇥߪ ߨ2√

time integral

∙ 1
௬ᇣᇧᇤᇧᇥߪ௫ߪ ߨ2

space integral

  ,

where c is the speed of light and ε0 is the vacuum permittivity.

Note that the peak electric field is reduced at the graphene position compared to the free

space value due to interference between the incident light and reflected light from the

underlying silicon substrate. Assuming no shielding from the graphene flake itself, we

modelled this field reduction by considering the substrate as a stack consisting of a 285 nm

SiO2 layer and a semi-infinite slab of highly doped p-type silicon, with refractive indices at

6.5 μm wavelength of 1.2 and 3.08 + 0.152 ݅ (Ref. 36), respectively. We calculated that the

peak field at the location of the graphene flake was reduced by ∼ 36 % compared to the field

in free space.
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S2. Device fabrication and characterization

Single layer graphene was obtained by mechanical exfoliation. Subsequently, the ultrafast

optoelectronic circuitry was fabricated using standard laser lithography, thermal

evaporation, and lift-off processing techniques.

Figure S3a-c shows microscope images of the graphene device studied in the main text.

Graphene was mechanically exfoliated from Kish graphite by the tape method24 and

transferred onto a highly doped p-type silicon wafer with a 285 nm SiO2 layer. The

investigated single layer graphene flake was identified by optical contrast imaging and

Raman spectroscopy. After choosing the flake, the optoelectronic circuitry was fabricated in

two steps. First, an amorphous silicon (a-silicon) patch was thermally evaporated in close

proximity to the graphene flake. This formed the base of the photoconductive switch

(Fig. S3b). Second, layered Ti/Au/Ag metallic structures were deposited to create signal lines.

Fig. S3 | Sample geometry and transport characteristics. a, Optical microscopy image of the device
studied in the main text. b, Close-up of the silicon photoconductive switch. c, Close-up of the
contacted graphene flake. d, Schematic cross-section at the photoconductive switch position (not to
scale). e, Graphene transfer characteristic: two-point resistance measurement between the large
graphene contacts as a function of backgate voltage at a temperature of 80 K. The graphene charge
neutrality point remained at a backgate voltage between -1 V and +1 V for all measurements
reported in the paper.
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These formed microstrip transmission lines in conjunction with the SiO2 layer and the doped

silicon wafer that were capable of transporting ultrafast currents. Four such signal lines were

contacted to the graphene flake (Fig. S3c). One of these lines also passed over the α-silicon

patch. The α-silicon patch was contacted with an additional sampling line so that a narrow

semiconducting channel was formed between the main signal line and the sampling line

(Fig. S3b). Together this structure formed the photoconductive switch. A schematic cross-

section at the photoconductive switch position is shown in Fig. S3d. The circuitry is discussed

in detail in the next section.

For both steps a bilayer photoresist system was used. The bottom layer was a heat-resistant

undercut layer of MicroChem LOR-7B. The second layer consisted of positive photoresist

micro resist map-1205. The structures were written with a direct-write laser lithography

system. Afterwards the structures were developed and material was evaporated via thermal

evaporation. The prepared chip was glued onto a printed circuit board chip carrier and

contacted with wire bonds. To perform DC transport and optoelectronic measurements, the

chip carrier was loaded into an optical microscopy cryostat equipped with low noise cables

that connected the device to measurement electronics outside the cryostat.

The silicon substrate with an oxide layer was used as a global backgate to control the

graphene Fermi level. Due to the low resistive p-doped silicon and the absence of any

leakage currents during the measurements, a simple geometric capacitance model assuming

full gate efficiency could be used to determine the Fermi level from the applied gate voltage.

A two-point resistance measurement at 80 K as a function of backgate voltage is shown in

Fig. S3e. After spending time in vacuum and laser annealing with 6.5 µm light, the charge

neutrality point settled very close to 0 V backgate voltage and remained between +1 V

and -1 V for all measurements reported in the paper. Illuminating the device with mid IR

light (after the annealing process) while taking the DC I-Vg characteristic, changed the

characteristic by less than 0.01 % compared to without laser illumination. This is expected

because the duty cycle of the laser (500 fs, 211 kHz) is 1 to 10,000,000. The field-effect

carrier mobility was determined to be μ ∼ 10,000 cm2/Vs at a temperature of ∼ 80K.
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S3.	Ultrafast	circuitry	
	

S3.1:	Equivalent	circuit	model	

	
Current	generation.	An	 equivalent	 circuit	model	 of	 the	 optoelectronic	 device	 architecture	

used	 to	 generate	 and	 detect	 ultrafast	 anomalous	 Hall	 currents	 in	 graphene	 is	 shown	 in	

Fig.	S4a.	 The	 source	 of	 the	 current	 generation	 is	modeled	 as	 a	 light-controlled	 adjustable	

resistor	 R(t),	 representing	 the	 graphene	 anomalous	 Hall	 resistance,	 in	 series	 with	 a	 DC	

voltage	 bias	 V.	 Before	 the	 light	 pulse	 arrives,	 the	 anomalous	 Hall	 conductance	 is	 zero	

corresponding	to	R	=	∞	(open	circuit).	When	the	light	is	on,	the	anomalous	Hall	conductance	

becomes	 finite	and	a	current	 Ig	 flows	through	the	resistor	due	to	 the	applied	voltage	bias.	

The	source	resistance	R(t)	is	large	compared	to	the	load	Z0	+	Rc,	which	is	given	by	the	contact	

Fig.	S4	|	Equivalent	circuit	model	of	ultrafast	current	generation,	propagation	and	detection.		a,	A	
current	pulse	Ig	is	generated	in	the	graphene,	which	is	sourced	from	a	voltage	biased	light-controlled	

resistor	R(t).	The	graphene	capacitance	C	has	the	effect	of	slowing	down	the	discharge	of	the	
generated	current	into	the	microstrip	transmission	line	with	a	time	constant	IJK 	≈	(Z0	+	Rc)	C,	where	
Z0	is	the	transmission	line	impedance	and	Rc	is	the	contact	resistance.	Ix	is	the	discharged	current.	At	
the	position	xs	the	photoconductive	switch	(excited	at	time	t’)	is	modeled	by	a	light-controlled	

resistor	Rs(t	-	t’)	that	probes	the	local	voltage	profile	Vx	of	the	current	pulse	in	the	transmission	line.	

b,	Simulation	of	the	electric	field	line	distribution	in	the	transmission	line	at	a	fixed	point	in	space	and	

time	(cross-sectional	view).	c,	Electric	field	line	simulation	at	the	switch	position.	The	field	lines	bend	

in	the	direction	of	the	sampling	line	and	create	a	current	when	the	switch	is	illuminated	by	laser	light.	
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resistance Rc ≈ 260 Ω plus the transmission line impedance Z0 ∼ 8.6±1.0 Ω. The contact

resistance was determined from 4-probe measurements.

The capacitive coupling between the graphene flake and the underlying doped Si substrate is

non-negligible and can be modeled as a shunt capacitor C ∼ 37 fF in parallel to the load

Rc + Z0. In conjunction with the load, the capacitor acts as a low-pass filter. During the light-

on state, the current Ig charges the capacitor. As the laser pulse subsides, R → ∞ and Ig→ 0

and the capacitor discharges with a characteristic time constant ߬RC ∼ (Z0 + Rc) × C, which

corresponds to the exponential decay of Ix. In reality, the finite equilibrium source resistance

Roff ∼ 2 kΩ of the graphene flake in the light-off-state has to be taken into account for the

discharge process. When the source resistance in the light-off-state is high enough (Roff >>

(Z0 + Rc)), then the majority of the photocurrent is discharged from the graphene. In other

words, the graphene acts as an efficient current source. On p. 15ff, we show how Ig can be

recovered from Ix using the transfer function for a low-pass filter.

Signal propagation. The pulsed signal that is injected into the transmission line is

characterized by a transient current component Ix(t, x) and a voltage component Vx(t, x) that

vary in time and space. They are self-propagated by local AC electric and magnetic fields that

are near-field confined to the transmission line. The fields form a quasi-TEM mode that

moves with a group velocity v = c / ඥߝeff ∼ c/2 in the present experiment, where εeff ∼ 4 is

the effective dielectric constant of the transmission line geometry and c is the speed of light.

Since there are no travelling waves in any other directions, Vx(t, x) and Ix(t, x) are inevitably

coupled at any position along the line by the characteristic impedance of the transmission

line Z0 = Vx(t, x) / Ix(t, x) ∼ 8.6±1.0 Ω (discussed in more detail in section S3.3).

The transmission line was optimized for propagating THz frequencies and designed so that

Vx(t, x) and Ix(t, x) are in phase at all points in space and time. This was done using a

combination of full wave analysis finite element simulations and high frequency lumped

circuit simulations. Figures S4b-c plot simulations of the confined electric field lines of Vx(t, x)

at a fixed position in space and time for our transmission line design (cross-sectional view).

The electric field is mainly confined underneath the Au microstrip. Thus, the

photoconductive switch is only a small perturbation and possible reflections are negligible.



10

Note that as signals propagate in the transmission line they experience some dispersion. We

determine the signal dispersion quantitatively for our transmission line geometry in

section S3.2.

Signal detection. Our measurement directly probes the local electric fields of the microstrip

associated with Vx(t, x) at the position x = xs using a photoconductive switch. xs is

approximately 185 µm relative to the graphene flake in the circuit design discussed in the

main text. The switch can be modeled as a light-controlled resistor Rs(t - t´), operated at time

t´, that bridges the main signal line to a sampling line. As the signal passes by the switch,

Vx(t, xs) biases the switch. Figure S4c shows the electric field line distribution in the

transmission line at the position of the switch, where the field biasing can be seen as a

vector field pointing from the signal line towards the sampling line. Without laser

illumination, Rs is highly resistive and has little influence on the signal as it passes by. Upon

laser illumination, Rs becomes highly conductive and a current Is(t, t´) flows into the contact

of the sampling line due to the biasing voltage Vx(t, xs). By varying t´ the temporal profile of

Vx(t, xs) = Z0 · Ix(t, xs) can be sampled with ∼ 1 ps time resolution.

Signal modelling. In this section, we derive an analytical expression for Vx(t, x) which is

generated at the contact (x = 0) in the transmission line. In our model we take into account

the capacitance C of the graphene flake with the underlying substrate and the load, which is

the characteristic impedance Z0 of the transmission line plus the contact resistance Rc. A

simple voltage source model with a DC-voltage bias V and a time-dependent source

resistance R(t) (Fig. S4a) is used for modeling the current pulse launched from the graphene.

With the safe assumption that the source resistance R is much larger than the load

impedance we obtain for the time-dependent voltage signal the convolution expression

௫ܸ(ݐ, (0=ݔ ≅ ܼ଴ ∙ (ݐ)gܫ ∗ ℎRC(ݐ) (1)

with the impulse response function of the RC-system

ℎRC(ݐ) =
1

߬RC
݁ି ௧

ఛRC ∙ (ݐ)ߠ (2)

where ߬RC ≈ (Z0 + Rc) ∙ C is the characteristic RC time constant and is the Heaviside step (ݐ)ߠ

function. The impulse response function hRC(t) describes a first order low-pass characteristic
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with a cut-off frequency of fRC = 1 / (2π · ߬RC) and results from the charging and discharging

effect of the capacitance of the graphene flake. For later discussion we also introduce the

transfer function in the frequency domain, which is given by:

RܸC(ω) =
1

1 + ݅߬RC߱ (3)

We model the temporal profile of the transient graphene resistance as a convolution of the

Gaussian optical pulse profile (of width σ) used to photoexcite the graphene, and an intrinsic

photocurrent exponential decay with a characteristic lifetime ߬g. The resulting current can

then be expressed as:

g(t)ܫ = ቈ 1
ߪߨ2√ ݁ି ௧మ

ଶఙమ቉ ∗ ቈܳg

߬g
݁ି ௧

ఛg ∙ ቉ (4)(ݐ)ߠ

where Qg is the total charge in the generated pulse. Using Eq. 4 as an ansatz for the transfer

function defined by Eq. 1 and the impulse response function in Eq. 2, we obtained an

expression for the time-dependent voltage:

Fig. S5 | Analytical modelling of the effective circuit. Comparison of the analytical model (red, Eq. 5)
fitted to dispersion corrected data (see section S3.2) with the lumped element circuit simulation
(dashed blue). The capacitance is set to be C = 37 fF, in accordance with the capacitance associated
with the graphene flake on the Si++/SiO2 substrate. The decay time is ߬RC ≈ (Z0 + Rc)·C =
(8.6 Ω + 260 Ω)·37 fF = 10 ps. Note that dispersion corrected data is used in this simulation to
reproduce the effect of the flake capacitance. The dispersion is characterized in the next section.
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௫ܸ(ݐ, (0=ݔ ≅ ܼ଴ܳg

2(߬ோ஼ − ߬௚) ൝݁ି ௧
ఛRC

 ା ఙమ
ଶఛRC

మ ∙ erfc ൭ 1
√2

൬ ߪ
߬RC

− ݐ
൰൱ߪ     

− ݁
ି ௧

ఛg
 ା ఙమ

ଶఛg
మ ∙ erfc ൭ 1

√2
ቆ ߪ

߬g
− ݐ

ቇ൱ൡߪ
(5)

Here erfc(x) is the complementary error function erfc(x) = 1-erf(x). This equation was used to

fit the data in Fig. 2a (main text). For the given experiment we can safely assume that

߬RC ≫  ߬g.

We compare the analytical model of Eq. 5 with lumped element circuit simulations. The

circuit diagram shown in Fig. S4a is simulated and the current profile as a function of time is

recorded. The results are shown in Fig. S5. Both describe a short pulse that is generated in

the graphene flake and later discharged from the capacitance of the circuitry into the load

represented by the contact resistance and the microstrip. We find that the lumped element

circuit simulations using this model also accurately reproduce the more complex signals

measured in other device geometries (see supplementary chapter S5).
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S3.2: Photoconductive switch response, signal dispersion and signal reconstruction

Fig. S6 | Characterization of the photoconductive switch response time and propagation-induced
signal dispersion in the transmission line. a, Time-resolved reflectivity measurement of an
evaporated silicon film used to construct photoconductive switches. The data indicates a carrier
recombination time of ∼ 1 ps. b, Microscope image of a typical calibration circuit consisting of two
photoconductive switches connected by a transmission line. When the biased switch (right) was
illuminated with a ∼ 500 fs laser pulse, a current pulse was launched into the main transmission line.
After propagating a distance d down the transmission line, the signal was sampled by a second
switch (left). c, Sampled current signal at the left photoconductive switch in b, normalized to the
peak amplitude. Three calibration circuits built on silicon wafers with d = 100 µm, d = 200 µm, and
d = 600 µm shown in b were measured to characterize the propagation-induced signal dispersion in
the transmission line. Dashed red line is measured with a calibration circuit built in a coplanar
ground-signal-ground waveguide geometry on a sapphire substrate with d = 1 mm, where we find
dispersion is negligible on these length scales, to demonstrate the raw photoconductive switch
response time.
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In this section we characterize the photoconductive switch response time, propagation-

induced signal dispersion in the transmission line, and discuss the procedure used to

reconstruct the current signals Ig in the main text.

Photoconductive switch response. We tested the responsiveness of our photoconductive

switch design in two ways. (1) Time-resolved optical reflectivity measurements of the

evaporated silicon we used to make photoconductive switches and (2) ultrafast current

measurements in a calibration circuit comprised of two photoconductive switches.

Reflectivity measurements. We optically characterized the carrier lifetime in our silicon films

used to make photoconductive switches by performing time-resolved reflectivity

measurements. The result in Fig. S6a shows a carrier recombination time of ∼ 1 ps.

Calibration circuit measurement. While the optical measurement shows the carrier lifetime

of a clean evaporated silicon film, multiple steps of photolithography are needed to

construct photoconductive switches, including the evaporation of Ti / Au contacts. Before

performing measurements at low temperatures, the photoconductive switches are laser

annealed at room temperature reducing their resistance from hundreds of MΩ to tens of

MΩ. This process is known to significantly decrease the carrier recombination time. To

characterize the typical photoconductive switch response time we perform ultrafast current

measurements in a calibration circuit. The circuit used was similar to that shown in Fig. S6b,

but built on a sapphire substrate using a coplanar ground-signal-ground waveguide

geometry. Compared to the propagation-induced dispersion observed for microstrips build

on Si/SiO2 substrates, we have found through a series of tests that ultrafast signals

generated by photoconductive switches exhibit little dispersion when propagating ∼ few

hundred microns in a coplanar ground-signal-ground waveguide on sapphire substrates. The

dashed red curve in Fig. S6c corresponds to a propagation distance of ∼ 1 mm in such a

device and exhibits a nearly perfectly symmetric lineshape, showing that propagation-

induced signal dispersion is indeed a small effect over these distances for this transmission

line geometry. Therefore, they are well suited to characterizing the raw photoconductive

switch response time.

In this measurement, the right switch (Fig. S6b) was biased with a DC voltage and used to

launch an ultrafast current pulse into the main transmission line, which was probed by the
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left switch. By varying the time delay t - t’ between the two laser pulses that triggered the

switches, the temporal profile of the transient current pulse was obtained. The size of the

illuminated area on the switch (< 5 µm) was small compared to the spatial distribution of the

transient pulse and is therefore assumed to be a point-like detector. The result for a

sapphire device with the two switches separated by 600 µm is shown in Fig. S6c (dashed red

line). The signal is symmetric and has a Gaussian width of σ ≈ 425 fs. This signal can be

understood as a crosscorrelation of the response functions of the generation switch (ܵܩ)

and detector switch (ܵܦ). Assuming the generator and detector switches have identical

Gaussian-like response functions, the measured Gaussian autocorrelation signal is a factor of

√2 wider than the response function for an individual switch. We thus derive a response

time of σ ≈ 300 fs for our photoconductive switches.

Propagation-induced signal dispersion in the transmission line. The devices used to

measure ultra-fast light-induced anomalous Hall currents in graphene were built on doped

Si/SiO2 substrates so that the substrate could simultaneously be used as a global backgate to

adjust the graphene Fermi level. While ultrafast signals can propagate in microstrip

transmission lines built on these substrates, they experience some propagation-induced

dispersion. We characterized the propagation-induced signal dispersion in this transmission

line geometry by measuring several calibration circuits built on silicon substrates with

different distances between the switches. The results are shown in Fig. S5b. As the distance

d between the switches was increased, the measured signal broadened, demonstrating that

propagation-induced dispersion occurs for circuits built on Si/SiO2.

Signal Reconstruction. To reconstruct the anomalous Hall current signal gܫ in the graphene,

we first corrected the measured Hall signal ௫ (Fig. 2, main text) for propagation-inducedܫ

signal dispersion to recover the undispersed Hall signal ௫ᇱܫ  that was generated at the

graphene-microstrip interface (x = 0), then accounted for the RC low-pass effect caused by

the capacitance of the graphene flake to obtain g. To recoverܫ ௫ᇱܫ , we first needed to

determine the effective transfer function describing the propagation-induced signal ܲܵܫܦ

dispersion, so that it could be deconvolved from .௫ܫ

௫ can be described as the convolution ofܫ ௫ᇱܫ , and ,ܲܵܫܦ Note that the detection with a .ܵܦ

photoconductive switch is described by the crosscorrelation of the signal passing by the
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switch and For a better overview in this section we quote both, dispersion and .ܵܦ

detection, as a convolution, since it does not change the argumentation. Because was ܵܦ

fast compared to ௫, we assumed thatܫ could be treated as a delta function so that ܵܦ ௫ isܫ

given by:

௫ܫ  ≈ ௫ᇱܫ  ∗ ܲܵܫܦ (6)

We estimated by performing measurements on a calibration circuit built on a silicon ܲܵܫܦ

substrate with the switches 200 µm apart (Fig. S6c, blue curve), where we expect the

propagation induced signal dispersion to be approximately equal to that in the graphene

device. The measured signal comprises of three elements: The response function of the

generation switch (ܵܩ), the dispersion induced by the transmission line (ܲܵܫܦ), and the

response function of the detection switch (ܵܦ ). The signal is thus the convolution

ܵܩ ∗ ܲܵܫܦ ∗ Since .ܵܦ and ܵܩ are fast compared to the measured signal, they can be ܵܦ

approximated as delta functions, and the convolution becomes ܵܩ ∗ ܲܵܫܦ ∗ ܵܦ ≈ .ܲܵܫܦ

Thus, by considering conservation of charge and deconvolving ௫ with the blue curve inܫ

Fig. S6c, we obtained ௫ᇱܫ  (Fig. S7a). The data show that the dispersion corrected signal ௫ᇱܫ

becomes shorter and the amplitude increases in comparison to .௫ܫ

As discussed on p. 9, the signal ௫ᇱܫ  that is discharged into the transmission line from the

graphene at x = 0 is related to the anomalous Hall currents g generated in the graphene viaܫ

Fig. S7 | Signal reconstruction. a, Time-resolved helicity-dependent anomalous Hall currents Ix[⟲-⟳]
measured at the photoconductive switch for a positive (red, solid) and negative (black, solid)
transverse source-drain voltage Vy. The wide light lines show dispersion corrected data. The
graphene Fermi level was gated to the Dirac point (EF = 0). b, Reconstructed anomalous Hall current
signals Ig from the raw measured data (solid) and the dispersion corrected data (light).
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the transfer function for a low-pass filter. Thus, we deconvolved the dispersion corrected ௫ᇱܫ

data in Fig. S7a with the transfer function for a first-order low-pass filter, which we used to

model the current generation (see Eq. 3). We determined ߬RC by fitting the exponential

decay of ௫ᇱܫ . Figure S7b (light lines) shows the reconstructed current signals accounting for

dispersion, which show a time duration of ∼ 3 ps (FWHM). This establishes an upper bound

on the timescale on which anomalous Hall currents are generated in the graphene.

However, the width of this signal is also affected by the finite size of the graphene flake,

since the entire device is illuminated. Signals generated farther away from the detection

contact will arrive later than those generated next to the contact. While this effect will make

the signal longer, it should not affect the peak amplitude (assuming local currents as a

collection of current sources in series). The peak amplitude of the Hall signal increases by a

factor of ∼ 6.0 when comparing the reconstructed signal with the originally measured trace.

When dispersion is not accounted for in this analysis, the reconstructed signals have a time

duration of ∼ 4.5 ps (FWHM).
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S3.3: Calibrating the photoconductive switch

In the following we will lay out the procedure used to calibrate a photoconductive switch in

conjunction with our microstrip transmission line geometry. We present two different ways

to calculate the net charge contained in a pulse traveling in a microstrip with a specific

geometry. Both calibration methods deliver similar values for the charge. Thus, the

procedure delivers a quantitatively correct measure of the charge transmitted through the

microstrip. First we demonstrate that one can determine the amount of charge per pulse

generated by a photoconductive switch. With this being established we scale a remotely

measured time-resolved signal of the generated pulse to reconstruct the current profile. The

second approach directly relates a known voltage at the position of the photoconductive

switch to a measured signal. By characterizing this relationship with a DC voltage bias we can

quantitatively determine the voltage profile of the pulse traveling down the microstrip.

The microstrip transmission line used here propagates only the fundamental quasi-TEM

mode in the relevant frequency range (up to 2 THz). This is a key reason why we can make

quantitative conductance measurements using this transmission line geometry. Specifically,

we use microstrips build on SiO2 / Si++ wafers to propagate pulses. The silicon wafer (Nova

Electronic Materials, 6’’ P <100>, prime grade) consists of 700 mm p-doped silicon (0.001-

0.005 Ωcm) and a top layer of 285 nm SiO2. The microstrip is chosen to be 5 mm to 20 mm

wide and ∼ 300 nm thick, depending on the size of the graphene flake being studied. With

these dimensions, the fundamental mode of the microstrip as depicted in Fig. S8a is the only

excited mode37. In principle higher order quasi-TEMmn modes could be excited. However,

since the distance between backplane (doped Si) and microstrip as well as the width of the

microstrip are both much smaller than the guided signal wavelength (0.3 μm and 6 μm <<

100 μm - 300 μm, see Fig. S8b) those cannot be coupled and propagated in our microstrip

design. Such modes have been studied in detail by applying full wave analysis methods to

the microstrip geometry confirming the above findings explicitly for the sub-picosecond

regime, e.g. in Ref. 38. The first higher order mode relevant for the chosen design is the

quasi-TE10 whose cut-off frequency fc,TE10 can be evaluated by setting m = 1 in the expression

c݂,TEm0 = ݉ ܿ
rߝ√eݓ2

 ,
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Fig. S8 | Electric field distribution for microstrip modes. a, Fundamental mode. b, First higher order
quasi-TE10 mode, which cannot be excited in this experiment, where the distance between
backplane (blue) and the microstrip as well as the width of the microstrip are both much smaller
than the guided signal wavelength (0.3 μm and 6 μm << 100 μm - 300 μm ).

where c is the speed of light, we is the effective strip width and εr is the frequency

dependent dielectric constant of SiO2. Thus the cut-off frequency for the first higher order

mode in the present microstrip is in the ten THz regime, clearly above the frequency of the

guided signals we observe.

For later analysis, we determine the impedance of the microstrip using the transmission line

calculator in QucsStudio39. We use a dielectric constant εr = 3.9 for SiO2, a resistivity of

ρgold = 2.4 × 10-8 Ωm at a frequency of 1 THz. We find that the results are in good agreement

with full wave analysis finite elements simulations. The microstrip geometry (w = 5.6 μm)

used in the experiment discussed in the main text yields an impedance Z0 = 8.6 Ω. For the

measurements performed to verify the calibration schemes discussed in the following, we

used test samples with a width w = 10 μm, which yields an impedance Z0 = 5.1 Ω. We find

that for our microstrip design current and voltage are in phase and related by the

impedance Z0.

Lock-in amplifier preliminaries. Signals in the experiment are detected using a Stanford

Research System lock-in amplifier SR830. We will briefly summarize the specifics of this lock-

in amplifier (LIA). Please note that the following can be different for different LIA models

depending on the internal reference wave form and internal electronics. All values reported

are amplitudes or peak to peak values, while the SR830 reports rms values of the Fourier

components40. Therefore, the sine wave input with amplitude VIN,sine and the LIA reading VLIA

are related by:

IܸN,sine = √2 LܸIA.

a bE
H
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To obtain quantitative measurements it has to be considered that the LIA measures the

Fourier components of the input signal. This is important when comparing square and sine

wave forms. The Fourier series of a square wave with amplitude of 1 V (2 V peak to peak) is

given by:

(ݐ)݂ = 1.237 sin(߱ݐ) + 0.4244 sin(3߱ݐ) + 0.2546 sin(5߱ݐ) + ⋯  ,

where the angular frequency is given by ω = 2πf. Thus, the amplitude of the square wave

input with amplitude VIN,square and frequency f are connected to the LIA reading VLIA in the

following way:

IܸN,square =
√2

1.237  LܸIA.

For example when we send a square wave VIN,square = 1 V into the LIA, the LIA will report

VLIA = 0.87 V.

Determination of the net charge in a propagating pulse. In this section, we demonstrate

that one can determine the net charge contained in a pulse traveling in a microstrip. If the

microstrip is designed to only propagate a quasi-TEM mode, the total charge in one pulse is

an important element to reconstruct the current profile.

A schematic of the test sample is shown in Fig. S9a. Two photoconductive switches are

Fig. S9 | Characterization of a photoconductive switch. a, Schematic representation of the
experimental setup used to characterize a photoconductive switch. The switch is held under a DC
voltage bias (Vbias) and the average current generated upon illumination with a train of laser pulses
(frep = 211 kHz) is measured at the chopping frequency of 409 Hz by a TIA and LIA (represented by
the ammeter). b, The light induced current is given by the peak-to-peak signal detected by the LIA.
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connected to a central microstrip. First, we investigate the behavior of the left switch that

we use as a pulse generator in this part of the discussion. In general the pulse could also

originate from a different source with a sufficiently high DC resistance, for example a

graphene flake. The second photoconductive switch on the right side will be used later to

characterize the temporal profile of the generated pulse, but can be neglected for the

following discussion.

To measure the charge injected by the photoconductive switch, the switch is biased with a

known voltage and we measure the generated current upon illumination with a pulsed laser

source with a repetition rate frep = 211 kHz. The generated signal is amplified by a home-built

transimpedance amplifier (TIA) with a bandwidth BW = 8 kHz and an amplification

ATIA = 2∙109 V/A. DC input signals are blocked with a 1 μF. The high pass cut-off frequency

depends on the resistance of the photoconductive switch and is ∼ 1 mHz. Measurements

are performed at 80 K where the DC switch resistance is ∼ 150 MΩ. At the frequency of

407 Hz the input impedance of the TIA is 390 Ω and is several orders of magnitude smaller

than the switch resistance. Thus, the whole bias voltage drops across the photoconductive

switch and the input of the TIA has practically ground potential. The amplified signal is

recorded using a LIA. The laser light is periodically turned on and off at a frequency of 407 Hz

by a rotating chopper blade. Thus, the modulation of the laser intensity and the generated

current follow a square signal as depicted in Fig. S9b and we need to consider the above

mentioned correction for square waves. Figure S9b shows that the light induced current is

given by the peak to peak value of the square wave. Therefore, the LIA output VLIA and the

average current Ilight are connected by

lightܫ =
2√2

1.237
1

TIAܣ
∙ LܸIA . (7)

Figure S10 shows the generated signal as a function of bias voltage. From this we calculate

the relation between applied bias voltage Vbias and the measured signal VIN, which is

proportional to the generated current:

ܿଵ = IܸN

bܸias
=

√2
1.237

LܸIA

bܸias
= 0.8 ± 0.05 . (8)
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Fig. S10 | Measured signal as a function of applied bias voltage. The measured signal is
proportional to the average current flowing and therefore proportional to the amount of charge
generated per laser pulse triggering the switch.

The error of the calibration factor (Eq. 1) arises from a small nonlinearity of the switch.

When the switch is illuminated by a laser pulse, a picosecond current pulse is generated.

This pulse will stretch in the microstrip and reflect at the contacts, but in the end the net

charge of the pulse will leave the sample when measuring on long time scales (407 Hz). It is

important to understand that this statement only implies that we are able to measure the

∼ DC (407 Hz) component of the generated pulses in our specific microstrip geometry, which

is equal to the integral of the pulse. This can be critical when dealing with bipolar pulses.

To demonstrate that the switch acts like a current source and no charge is lost we insert a

10 kΩ resistor in front of the TIA (see Fig. S11a). In Fig. S11b the result of this measurement

is compared to the measurement without a resistor. We find no difference. This is explained

Fig. S11 | Termination with a 10kΩ resistor. a, Schematic representation of the experimental setup.
A 10 kΩ resistor is inserted in front of the TIA. b, The measured signal is unchanged when the
resistor is inserted. This suggests that, on long timescales, a photoconductive switch acts like an
effective current source with a high internal resistance and all of the generated charge can be
measured.
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by the high resistance of the switch (∼ 150 MΩ), which is equivalent to a current source

(measured at 407 Hz) with a very high internal resistance compared to the load.

Furthermore, this shows that the length of the microstrip has no impact on this kind of

measurement.

Next, we ground both sides of the central microstrip and measure the current on the left

side (see Fig S12). The result is shown on the right side in Fig. S12. As expected the current

can flow through both resistors and therefore the current measured on one side is halved.

We perform these control procedures to demonstrate that the time integrating

measurement is a robust way to determine the average current upon laser illumination and

from there the charge flowing per laser pulse:

lܳight =
lightܫ

r݂ep
=

2√2
1.237

1
TIA r݂epܣ

∙ LܸIA. (9)

Of course, this does not teach us anything about the actual current profile in the microstrip

since we are missing the time resolution. Also, in the case of an oscillatory signal, which on

average does not transfer charge, this kind of measurement would be meaningless. But in

the case of the simple unipolar pulse that we want to characterize, the measured charge can

be used to reconstruct the current profile at the position of a second photoconductive

switch as it is discussed in the next section.

Fig. S12 | Symmetric termination of the central microstrip. a, Schematic representation of the
experimental setup with a symmetric 10 kΩ termination. b, Measured signal compared to a
measurement with a termination on one side only.
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Switch calibration. In this section we use two different schemes to reconstruct the

quantitative current or voltage profile of a pulse traveling in the microstrip.

Figure S13 depicts the experimental setup. Two switches are connected to a central

microstrip. The right switch (switch 2) is biased with Vbias = 5 V and is used as a pulse

generator. Using this switch as a test source for short pulses, we will characterize the pulses

traveling down the microstrip. The left switch (switch 1) is 600 μm away and used to detect

the generated pulses. The laser light on the generator switch is intensity chopped at a

frequency of 407 Hz. Thus, the LIA behind the detector switch will only detect changes that

are induced by the pulses passing by. By varying the time delay between the pulses

triggering the detector and generator, the temporal profile of the pulse is recorded. The

result is shown in Fig S14. The photoconductive switch probes the electric field lines that

bias the switch. For the fundamental quasi-TEM mode propagating in the microstrip (see

Fig. S8a), the detected signal is proportional to the current in the microstrip as current and

voltage are in phase and related by the impedance Z0. The temporal profile of the pulse

represents the pulse after it propagated 600 μm in the microstrip. In the following discussion

we will quantitatively characterize the pulse at the position of switch 1.

Fig. S13 | Pump-probe measurement setup. Switch 2 (right) is held under a DC voltage bias and
used as a generator for short pulses. By varying the time delay between triggering the detector
switch 1 (left) and switch 2, the temporal profile of the pulse is recorded.
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Method 1. First, we will exploit the fact that we can measure the total amount of charge

Qlight injected into the microstrip per laser pulse hitting the generator switch (Eq. 9). When

Qlight is injected into the microstrip, two identical pulses are generated* (Fig. S13) that

propagate in opposite directions, each containing charge:

ܳ = lܳight

2 =
√2

1.237
1

TIA r݂epܣ
∙ LܸIA .

Here VLIA is measured at the end of the central microstrip with only one side grounded

(Fig. S9a, with Vbias and the laser light on the right switch). The integral of a single unipolar

pulse sampled by switch 1 (Fig. S13) is thus related to the charge Q within that pulse, which

is what we will determine in the following.

With an applied bias voltage Vbias = 5 V across switch 2 we measure VLIA = (5.9±0.2) V, which

yields the amount of charge carried in one pulse:

ܳ = (1.7 ± 0.1) ∙ 10ିଵସ ܥ

* The previous discussion about measuring the average current generated by a photoconductive switch, which
behaves like a current source, is only valid when measuring at low frequencies (in other words on long time
scales). When performing on-chip measurements, the pulse is sampled in real time. On short time scales, the
pulse travels a small distance and perceives the local impedance of the microstrip. Thus, the pulse cannot
distinguish between a microstrip that is grounded or open at the end. As a consequence, when switch 2 is hit
by a laser pulse, two pulses are launched into the central microstrip. One pulse travels to the left and one pulse
travels to the right (see Fig. S13), independent of whether or not the central microstrip is grounded on one or
two sides. However, at least one side of the central microstrip needs to be grounded, otherwise only a fraction
of the bias voltage Vbias would droop over switch 2 and the measurement of the amount of charge per pulse
at the end of the central microstrip (compare to Fig. S9) and the time resolved measurement (Fig. S13) would
not be equivalent.

Fig. S14 | Pump-probe signal. The generator switch is biased with Vbias = 5 V and sampled by a
second switch 600 μm away. The curve is scaled to report the amplitude of the input signal into the
LIA after being amplified with ATIA = 2·109 V/A.
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As discussed previously, the signal measured with a photoconductive switch is proportional

to the current profile of the pulse traveling in the microstrip. Thus, the signal shown in

Fig. S14 represents the current profile of the investigated pulse and the integral of this curve

is equal to the amount of charge Q. This assumes that only a quasi-TEM mode propagates in

the microstrip and that the voltage and current profile are in phase. This holds true for the

simple microstrip geometry used in the experiment. The resulting current profile is shown as

the blue curve in Fig. S15a.

Method 2. For the second approach to quantitatively characterize the current pulse at the

position of switch 1 we determine the response of the detector to a known bias voltage. We

then reconstruct the voltage profile and from there the current profile. A known voltage Vbias

is applied across switch 1 and we measure the current at the end of the microstrip, analogue

to the calibration in Fig. S9. From Eq. 8 we know the relation between the measured signal

VIN (Fig. S10) and the bias voltage Vbias necessary to generate this signal. If we suppose that

the transient pulse acts like a voltage biasing the switch, we can obtain the voltage and

current profile:

bܸias =ෝ pܸulse = IܸN

ܿଵ
pulseܫ          ,  = pܸulse

ܼ0
 .

The resulting current profile is shown as the red curve in Fig. S15a and is in good agreement

with the current profile obtained from method 1.

Fig. S15 | Comparison of the two methods to quantitatively characterize the transient current in
the microstrip. a, Reconstructed current profile according to method 1 (blue) and method 2 (red).
b, Total amount of charge contained in one pulse obtained from the two different methods to
characterize the pulse. The two methods are equivalent within the error bars.
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What this shows is that the charge and electric field distribution of the transient pulse and

the DC voltage bias are comparable, as we expect it to be for a quasi-TEM mode and signals

longer than the switch decay time. The comparison of the charge obtained from the two

methods shown in Fig. S15b proves this to be true within the error bars.

The above analysis verifies that quantitative measurements of the charge flowing in a

microstrip transmission line can be made on ultrafast timescales using a photoconductive

switch. We discuss how this analysis is applied to extracting the anomalous Hall conductance

in graphene in the following section.
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S3.4: Estimation of the non-equilibrium anomalous Hall conductance

The current signal Ix(x, t) propagating in the transmission line carries a voltage Vx(x, t), where

the two are related via the transmission line impedance Z0 = Vx(t, x) / Ix(t, x) ∼ 8.6±1.0 Ω. At

the switch position, we measure a signal using a lock-in amplifier (LIA) that is directly

proportional to Vx(t, xs). To quantitatively determine Vx(t, xs), we needed to calibrate the LIA

reading to a known voltage bias as discussed in the previous chapter.

To do this, we biased the switch in the graphene device used in the main text with a known

DC-voltage and detected the LIA signal upon laser illumination (Method 2 in “switch

calibration” of the previous section). The graphs in Fig. S7 show the measured LIA signal for a

given voltage biasing the switch. A calibration factor VIN/Vbias of c1 = 0.96 and c2 = 1.05 were

determined for 100 mV and 1 mV measurement ranges, respectively. The LIA signals in the

Hall current experiment were tens of µV. Thus, we used a calibration factor of c2 = 1.05±0.10

for the analysis.

The curves shown in Fig. 2a and Fig. 3 (main text) are calibrated taking into account the sine

wave modulation introduced by the polarization chopping (see p. 20), a calibration factor

c2 = 1.05, and an impedance of Z0 = 8.6 Ω. The plotted current Ix[⟳ - ⟲] is given by the peak-

to-peak signal of the LIA output VLIA (compare to the light induced current discussed in

Fig. S9b):

Fig. S16 | Circuitry calibration. Measured lock-in amplifier signal of a DC-voltage biased switch
triggered with an intensity chopped laser beam. a, Calibration for bias voltages in the 100 mV range.
b, Calibration for bias voltages in the 1 mV range.
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⟳]௫ܫ −⟲] = ௫ܸ[⟳ −⟲]
ܼ0

=
2 ∙ IܸN

ܼ0ܿ2
=

2√2 ∙ LܸIA

ܼ0ܿ2

In the general case, the transverse current is given by Ix = GxxVx + GxyVy. On ultrafast

timescales, Hall currents generated in the graphene perceive the low input impedance Z0 of

the transmission line and leave the sample. Thus, in contrast to DC Hall effect

measurements, there is no Vx Hall voltage accumulation in the graphene and the transverse

current is described by Ix = GxyVy. The peak non-equilibrium anomalous Hall conductance is

thus given by Gxy = Îg[⟳ - ⟲] / 2Vy, where Îg is the peak of the reconstructed signal in Fig. 3b

(main text). The slope of the fitted line in Fig. 3a (main text) gives a value of Îx[⟳ - ⟲ / Vy ≈

(2.5±0.5) · 10-5 Ω-1. The reconstruction of Îg increases this ratio by a factor of ∼ 6.0, which

yields a peak Hall conductance:

௫௬ܩ = ⟳]መ୥ܫ  −⟲] 
2 ௬ܸ

=
6.0
2 ∙ ⟳]መ௫ܫ  −⟲]

௬ܸ
≈ 1.8 ± 0.4 eଶ

ℎ  .

The error of the peak Hall conductance arises from small nonlinearities of the switch

response (see Fig. S7), the difference between the two calibration methods discussed in

section 3.3, which is represented by the uncertainty of the transmission line impedance Z0,

and the statistical error.
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S4. Photocurrent background at zero source-drain voltage

A small helicity-dependent photocurrent signal was sometimes observed with no source-

drain voltage applied. This signal was recorded during every measurement run and

subtracted as a background. We note that after background subtraction, the signals for

positive and negative Vy were always symmetric. This background signal likely results from

an effective extra bias voltage caused by band bending fields at the contacts.

Figure S17a shows the Ix[⟳ - ⟲] data presented in Fig. 2 (main text) including the

background signal at Vy = 0. This signal exhibited no measurable dependence on the angle of

incidence of the light, which rules out the circular photon drag effect41. It could be a shift

current42 or a circular photogalvanic current41, generated at the edge of the graphene flake.

While this is an exciting prospect, we believe the signal is more likely due to inhomogeneous

band-bending fields at the probing contact. The inhomogeneity can arise as a result of the

inhomogeneous doping (responsible for electron-hole puddles) that occurs in graphene43.

We find that thermal cycling can have a large effect on the relative amplitude of this

photocurrent (Fig. S17b-c), in some cases reducing it almost to zero. Based on our

observation that the Dirac voltage changes slightly after thermal cycling, we believe that the

electron-hole puddle distribution may also be varying. This would in turn affect the

inhomogeneity of the band-bending fields. This is an indication that inhomogeneous band-

bending fields at the probing contact are the most likely source of this photocurrent.

Fig. S17 | Raw Hall current data including a zero source-drain voltage background signal.
a, Ix[⟲ - ⟳] data from Fig. 3a (main text) including the zero source-drain voltage background
signal. b, and c, Ix[⟲ - ⟳] taken after two different thermal cycles.
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S5. Results using a different device geometry

Fig. S18 | Results from a second device. a, Optical microscopy image of a graphene device with a
different transmission line and contact geometry. Helicity dependent currents Ix[⟲ - ⟳] measured at
the left switch b, and right switch c, for positive (red) and negative (black) source-drain voltage Vy.
d, Circuit simulation for the device geometry shown in (a). The simulation takes into account the flake
capacitance and the transmission line geometry. The circuit is triggered by a picosecond unipolar
pulse with varying amplitude. e, Helicity dependent currents Îx[⟲ - ⟳] measured as a function of
source-drain voltage. The signal is measured before time zero (light blue) and at the peak of the signal
(dark blue). The graphene Fermi level was gated to the Dirac point (EF = 0).
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Figure S18 shows the results from a device with a different transmission line and contact

geometry from that studied in the main text. This device geometry has certain

disadvantages, but we have used it to observe that anomalous Hall signals are generated

with opposite polarity at opposite sides of the sample, as expected for any Hall effect.

An optical microscopy image of the device is shown in Fig. S18a. The two large electrodes

were used to apply a source-drain voltage Vy. Two of the side transmission lines contacting

the flake were equipped with photoconductive switches. Helicity-dependent currents

Ix[⟳ - ⟲] were measured at the right and left photoconductive switches for positive (red)

and negative (black) source-drain voltage Vy (Fig. S18b-c).

The first feature of note in these data sets is that there is a larger signal generated at Vy = 0

compared to the device studied in the main text (see Fig. S17 for comparison). This signal is

not explicitly plotted in Fig. S18b-c, but it resides in between the signals generated with

positive and negative Vy. This larger Vy = 0 signal is probably due to the asymmetric contact

design for this device. For a given probing contact, the band-bending fields in the lower

region of the contact can be expected to be modified by the close proximity of the lower

source-drain contact. This asymmetry provides a larger effective built-in Vy in the vicinity of

the probing contacts compared to the symmetric device design studied in the main text. The

gap between the probing contacts and the lower source-drain contact is also smaller than

the wavelength of the light used to optically excite the device. Thus, diffraction is expected

to reduce the illumination of the graphene in this region. This acts as an additional

asymmetry that could contribute to the signal at Vy = 0.

The second feature of note is that the signals exhibit large oscillations. These are due to

signal reflections at the end of the transmission line, which were ∼ 6x shorter compared to

those used in the device studied in the main text. The ringing behavior is well modeled by a

lumped circuit simulation (see Fig. S18d), similar to the simulations discussed in detail in

section S3.1, which takes into account the geometry of this transmission line design.

Nevertheless, using this device we were able to observe the emergence of anomalous Hall

currents in graphene (Fig. S18e). We also verified that signals of opposite polarity are

generated at opposite sides of the sample, as can be seen by comparing Fig. S18b and S18c.

Anomalous Hall current signals of the same polarity were also observed on three other

devices that explored different device geometries.
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S6. Substrate effects

To evaluate signals that might be created by illuminating the substrate and transmission

lines with mid-infrared laser pulses, we performed time-resolved measurements on a

sample without a graphene flake. Figure S19a shows the device, which features the same

microstrip design used for the device discussed in the previous section. Figure S19b confirms

that no signal is generated in this device, verifying that the measured signals associated with

the light-induced anomalous Hall effect in the main text originate purely from the graphene.

We note that we do detect a very small signal when an intensity chopped green laser beam

shines on the substrate close to the microstrip, which is likely due to the creation of

electron-hole pairs in the substrate whose radiative effects are captured by the microstrip.

However, this has no bearing on our experimental results performed with circularly

polarized mid-infrared laser pulses, where these effects do not appear. This is likely in part

because of the low photon energy (∼ 190 meV) of the mid-infrared light compared to the

silicon substrate band gap.

Fig. S19 | Test measurements on a device without a graphene flake. a, Optical microscopy image
of a device without a graphene flake. The device has the same geometry discussed in section S5.
b, Helicity dependent currents Ix[⟲ - ⟳] measured at the left switch.
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S7. Floquet band structure calculations

The system is modeled by a tight-binding Hamiltonian of the form

H෡୘୆ = ݐ ෍ cos൫࢑ ∙ ௝൯ࢊ ො௫ߪ + sin൫࢑ ∙ ො௬ߪ௝൯ࢊ

ଷ

୨ୀଵ
(10)

where ,denotes the tunneling energy ݐ ො௫,௬ are the standard Pauli matrices in the basis ofߪ

Bloch functions residing on the two triangular sub-lattices forming the honeycomb lattice,

ℏ࢑ = ൛݌௫ , ௬ൟ is quasi-momentum and݌ ଵࢊ =  ܽ൛1 2⁄ , √3 2⁄ ൟ, ଶࢊ = ܽ൛1 2⁄ , −√3 2⁄ ൟ, ଷࢊ =

ܽ{−1,0} are the vectors connecting nearest-neighbour carbon atoms with spacing

ܽ =  1.42 Å. We set ݐ ≈ 3.09 eV such that the Fermi velocity ிݒ  = = 2ℏ/ܽݐ3 10଺݉/ݏ *.

The Dirac points, where the two bands of this Hamiltonian become degenerate, appear at

momenta ௄,௄ᇱ࢖ = {ଶగ
ଷ௔ , ± ଶగ

ଷ√ଷ௔}ℏ.

In addition, the Hamiltonian in the vicinity of the Dirac points is compared to the

approximate Dirac Hamiltonian ෡஽ܪ = ො௫ߪ෤௫݌)ிݒ + ො௬) withߪ෤௬݌ ෥࢖ = ࢖ − ௄.  Within the range࢖

of energies explored in Fig. 4 (±0.2 eV, main text) the static eigenenergies of the two

Hamiltonians differ by less than 2 meV.

The electric field of the incident circularly polarized light is then included in the Hamiltonian

by working in an accelerated reference frame. That is, we substitute ௫݌ → ௫଴݌ + ௘ாೃ
ఠ sin(߱߬)

and ௬݌ → ௬଴݌ + ௘ாೃ
ఠ cos(߱߬) where τ denotes time, e is the electron charge, ߱ the angular

frequency of the light field and ோܧ ≈ is its peak amplitude, taking into account an 0ܧ0.64

effective reduction owing to reflections from the substrate, see section S1.2.

* The next-nearest neighbor tunneling term is left out as it appears as a prefactor to an identity matrix and
therefore does not affect the energy difference between the two eigenstates and does not contribute any new
terms to the Floquet Hamiltonian.
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Fig. S20 | Floquet band structure calculations. a, Cut through the Floquet band structure near the
Dirac point for the maximum fluence used in the main text. The effective field strength, taking into
account reflections from the substrate, is ER ≈ 2.6 ∙ 107 V/m. The equilibrium bands are shown in grey,
whilst the two Floquet bands are shown in blue and purple, along with their replicas at ±݊ℏ߱. The
light-induced gaps are marked with arrows. b, Gap size as a function of effective field amplitude. The
amplitudes corresponding to the fluences used in the main text are marked with arrows. The gap at
the Dirac point is shown as a black, dashed line, whilst the 1st, 2nd, 3rd, 4th and 5th resonant gaps are
red, orange, green, blue and purple, respectively.
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In order to compute the Floquet band structure, which describes the behavior of periodically

driven Hamiltonians on timescales longer than one driving period8, we determine the unitary

evolution operator for one driving period T = 2π/ω . The operator is computed numerically

by discretizing the evolution into N steps in real time via

෡ܷ[ܶ, 0] =  ෑ ෡ܷ[(݆ + 1)ܶ/ܰ, ݆ܶ/ܰ] ≈  ෑ eି௜ு෡௝்/ேℏ
ேିଵ

௝ୀ଴

ேିଵ

௝ୀ଴

We find that for ܰ ≈ 100 our results deviate from the asymptotic limit by less than 10-4 eV.

The Floquet spectrum can then directly be extracted by multiplying ௜ℏ
்  with the logarithm of

the eigenvalues of ෡ܷ[ܶ, 0] at each ൛݌௫଴, ௬଴ൟ. Owing to the invariance of݌ ෡ܷ upon adding or

removing energy offsets of ℏ߱ to the Hamiltonian, the Floquet spectrum is periodic in

(quasi)energy. Note that whilst the choice of starting phase for the periodic driving (encoded

in the time dependence of does change (࢖ ෡ܷ and its eigenstates, the spectrum remains

invariant.

Figure S20a shows the Floquet spectrum for the same parameters as the third panel in

Fig. 4c of the main text, but with an extended range of momenta and energies and with the

quasienergy-periodicity explicitly shown. In the main text, only the Floquet bands closest to

the static energy were shown, which is where the non-equilibrium electron population is

mostly expected4,30,32.

In addition to the gap at the Dirac point (D0 ≈ 69 meV) and the resonant gaps at ±ℏ߱/2

(D1 ≈ 56 meV), gaps also appear at higher-order resonances. The second-order gap still has a

significant size of D2 ≈ 34 meV, whilst the third-order gap is only 9 meV large and further

gaps are less than 2 meV. This Floquet spectrum was computed using the full tight-binding

Hamiltonian ෡TB, but for these parameters the results usingܪ ෡ୈ differ by less than 3 meV inܪ

the range plotted here.

Note that for such strong driving, the Floquet bands are shifted somewhat with respect to

the equilibrium band, and hence the positions of the gaps are shifted to smaller momenta

than in the weak-driving limit. This effect, related to the Bloch-Siegert shift, originates from

the low-frequency limit of the Floquet Hamiltonian, where the Floquet bands are given by

the average energy of the equilibrium band that electrons experience during one cycle44

(unlike in the high-frequency limit, where the average Hamiltonian is experienced). This
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average energy is higher (lower) than the static energy on the upper (lower) branch of the

Dirac cone.

Figure S20b shows how the size of the gaps scales with the effective electric field

amplitude ୖܧ . The gap at the Dirac point (black, dashed) initially shows a quadratic

dependence on the driving field and then closely follows the exact result obtained for the

Dirac Hamiltonian4 of Δ0 = ඥ4(ݒி݁ܧோ/ω)ଶ + (ℏω)ଶ − ℏω. For the resonant gaps, we find

that the scaling is initially linear for the first-order gap, quadratic for the second-order gap,

cubic for the third-order gap etc. However, the gaps then saturate at values around 60 meV

and subsequently reduce again. The plotted gaps take into account the aforementioned

momentum-shift of the gaps by smoothly following the local minima in the band splitting.

A strong driving field is also expected to lead to a phenomenon known as dynamical

localization45, i.e. a reduction of tunnelling in the effective Hamiltonian leading to a

flattening of the bands. In the high-frequency limit, this reduction is given by a factor

ࣤ଴(݁ܽୖܧ/ℏ߱), where ࣤ଴ denotes the zeroth-order Bessel function of the first kind. Whilst

our calculations do capture this effect when using ෡TB (it is absent forܪ ෡ୈ), we find that it isܪ

negligibly small, as expected from the fact that for our parameters this reduction amounts to

less than 10-4.

Because the laser field used in these experiments is pulsed, the field amplitude varies as a

function of time, meaning that the Hamiltonian is not exactly periodic. However, recent

theoretical46-49 and experimental50 work has shown that a description using an effective

Hamiltonian that varies slowly in time and is computed from the instantaneous driving

amplitude is often appropriate. In general, corrections to such an effective Hamiltonian, are

of the order ߱/ݏ , where ݏ  quantifies the speed of the amplitude change. For our

parameters, even when the slope of the Gaussian envelope of our laser pulse is largest, this

correction is suppressed by two orders of magnitude.
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