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Supplementary Notes 

1. Design principles of SR-FACT 

The principles underlying the development of SR-FACT works in two major aspects. For the ODT 

microscope, we design the new algorithm and the hardware to simultaneously enable maximal imaging 

speed to capture dynamics in live cells and to maintain sufficient photon flux for maximal sensitivity. 

For dual-mode correlated imaging, we used SR fluorescence microscopy to guide the interpretation of 

structures observed by the ODT microscope along with minimal phototoxicity and fast sampling speed. 

In addition, the ODT module can also provide contextual information for proteins highlighted by the 

fluorescence microscope. The details are listed below: 

1.1 Regarding the ODT system 

Because information from multiple raw images is merged to reconstruct one volumetric image in 

ODT microscopy, movements of structures in live cells may cause motion artifacts and compromise 

resolution, as shown previously for SIM reconstruction1. For example, LYs moved at an average speed 

of 43 nm/s in live COS-7 cells as deduced from their manually tracked trajectories, whereas ~95% of 

the LYs moved below a speed of 145 nm/s (Figure S1). If an LY moved across a distance larger than 

the spatial resolution of the system within the acquisition time needed for one reconstructed frame, it 

would lead to motion artifacts from reduced contrast and even the disappearance of the LY in the final 

ODT images. Therefore, higher theoretical resolution adversely compromised the performance of the 

system during live cell imaging, and spatial resolution must be matched with corresponding temporal 

resolution to enable maximal resolution achievable in live-cell ODT imaging. All previous ODT 

microscopes fell short on temporal resolution, which readily explained the failure of these microscopes 

in the detection of LYs in live cells despite high theoretical spatial resolution (Figure S1)2-5. Similarly, 

tubular ER structures have never been observed by any ODT microscopes in live cells previously, and 

such an observation has even been deemed impossible6, which may be due to the same reason, that is, 

ER tubules and junctions undergo rapid motions in live cells7. 

With the increased imaging speed, it is important for ODT microscopes to have sufficiently high 

sensitivity within shorter exposure time. The phase and amplitude sensitivity in interferometric 



2 

microscopy is fundamentally determined by the total photon flux during imaging8. Thus, the maximal 

sensitivity of ODT microscopy is determined by the total photon flux during imaging and equals the 

number of images multiplied by the maximal photon capacity of the camera. Even at a total imaging 

time of 1.22 s, our system provided sufficient total photon flux, next only to the systems in (Kim et al., 

2016)4 and (Simon et al., 2017)9, both of which were much slower than our system with imaging time 

of 3~4 seconds. 

To achieve high temporal resolution, we could build the tomographic illumination system based 

on either fasting scanning galvo-mirrors10 or non-scanning digital micro-mirror device (DMD)5. The 

protection window of DMD may lead to coherent noise in ODT images and decrease the signal to 

noise ratio11, and the optical surface flatness of the DMD is inferior to galvo mirrors, which induces 

additional illumination aberration12. Therefore, we chose galvo-mirrors and drove them to their speed 

limit. As a result, mechanical wobbling and instability led to deviation of the illumination wave vectors 

from the designated angles during long-term high-speed scanning of illumination (Figure S5). This 

effect significantly compromised both the contrast and resolution of the reconstructed images13. We 

have developed the VISA algorithm, which is discussed in details in Supplementary Note 5. In 

summary, our ODT microscope is capable of achieving its theoretical spatial resolution and obtaining 

images of similar or even better quality within shorter exposure intervals than previous systems. 

1.2 Regarding correlative imaging 

For correlative imaging, simply merging 3D SR fluorescence microscopy with ODT microscopy 

significantly compromised the performance of the whole system. For example, while the minimal 

photobleaching and phototoxicity characteristics endow the ODT system with long-term live-cell 

imaging capability, volumetric SR fluorescence SIM requires intense illumination excitation, which 

causes extensive photobleaching and phototoxicity. In addition, the slow speed of the mechanical 

movement of the axial focal plane of the objective to obtain volumetric reconstruction in any SR 

fluorescence microscopy methods is also incompatible with the rapid volumetric imaging capacity of 

ODT.  
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We designed SR-FACT to achieve synchronized dual-mode (ODT and SIM) long-term imaging in 

live cells. In contrast to providing complete complementary information to ODT, we used SR 

fluorescence microscopy to guide the interpretation of structures observed by the ODT module. 

Therefore, we applied Hessian 2D-SIM, which has been proven to reduce the photon dose by ten-fold 

compared to conventional 2D-SIM1. The long-term imaging capacity of SR-FACT was demonstrated 

by the one and half hour imaging of H2B-EGFP during cell division (Figure S11). 

2. Hardware configuration for SR-FACT imaging  

2.1 Optics 

Our SR-FACT system was built on a commercial inverted microscope (IX73, Olympus) equipped 

with a high numerical aperture (NA) objective (OBJ2 in Figure S2, 100 × 1.45 NA Oil, ApoN, 

Olympus). In addition to OBJ2, lens L4, the dichroic mirror DM1 (ZT405/488/561/640-phase R, 

Chroma) and DM2 (DMLP550L, Thorlabs) were shared by both the ODT and Hessian SIM modules. 

In the ODT module, a single longitudinal-mode 561-nm laser (MSL-FN-561-50mW, Changchun New 

Industries Optoelectronics Technology) was modulated by an acoustic optical modulator (AOM, 

CETC Chongqing Acousitc-Optic-Electric Co., LTD) and divided into two paths by a polarization 

beam splitter (CCM1-PBS251, Thorlabs). One beam was used to illuminate samples, while the other 

served as the reference for hologram recording. Both beams were coupling into polarization 

maintaining single mode fibers (PM460-HP, Connet Fiber Optics) with the fiber collimators (PAF2-

7A, Thorlabs). The illumination light exiting from the fiber was collimated with a lens (L1, AC254-

040-A, Thorlabs) before being relayed onto a pair of one-dimension galvo-mirrors (GM, 2× 

GVS211/M, Thorlabs) placed on the conjugation planes of a 4-f system (2× AC254-100-A, Thorlabs) 

that scanned the illumination beam. The scanned beam was then focused by another lens (L2, AC508-

180-A, Thorlabs) to enter the back focal plane of a water immersion objective OBJ1 (60× 1.0 NA, 

LUMPlanFLN, Olympus). The illumination beam that passed through the sample via a tilted angle on 

the stage was collected by the objective OBJ2, followed by its reflection by the dichroic mirror DM1 

and collimation by a tube lens (ITL200, Thorlabs). After passing through another dichroic mirror DM2, 

the transmitted beam was expanded by a pair of relay lenses (L7 and L9, TTL180-A and AC508-250-

A, Thorlabs). Finally, a beam splitter (BS013, Thorlabs) was used to combine the signal beam with the 

reference beam collimated by the lens L10 (AC508-100, Thorlabs). The off-axis holograms at each 
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illumination angle were captured by the sCMOS camera (ORCA-Flash 4.0 V3, Hamamatsu). 

The optical layout in the Hessian SIM module is similar to that reported in our previous paper 

(Huang et al., 2018). In short, we used a 488-nm single longitudinal-mode laser (Sapphire 488LP-200, 

Coherent) as the illumination source and an acoustic optical tunable filter (AOTF, AA Opto-Electronic, 

France) to switch and adjust the illumination power of the laser. Therefore, the Hessian SIM could 

generate and switch between excitation patterns created by various diffraction-limited gratings 

generated by the ferroelectric liquid crystal on silicon SLM (SXGA-3DM, Fourth Dimension Display) 

with a high frame rate. To maximize the modulation contrast of the excitation pattern, it was necessary 

to change the polarization of the input beams to S-polarization. We used a Liquid Crystal Variable 

Retarder (LVR-200-VIS-1L-TSC, Meadowlark) combined with a quarter-wave plate to rotate the 

polarization of the laser. The ±1 orders of excitation beams passed through a pair of lenses (L5 and L6, 

AC508-500-A and AC508-300-A, Thorlabs) and penetrated the PR before being reflected by the DM2; 

the beams were collimated by L4 and reflected by DM1. Finally, the two beams entered the back focal 

plane of the OBJ2 and interfered at the sample plane. At the emission path, we designed a 

synchronization paradigm that efficiently coordinated the pattern generation of the SLM and the 

camera readout interval and used a sCMOS camera with 82% peak quantum efficiency (ORCA-

Flash4.0 V2, Hamamatsu) to detect the emission fluorescence passing through the DM1 and filter.  

 

2.2 System synchronization 

In ODT imaging, a group of 240 raw holograms at different tilting illumination angles were used 

to reconstruct one volume image. The first and the last holograms of each group were set as the group 

marker with the illumination directions perpendicular to the sample plane. At other illumination angles, 

the galvo-mirrors were controlled to scan the focal points on the back focal plane of the illumination 

objective lens on a circle along the edge of the entrance pupil. To minimize the exposure times, the 

movement of galvo-mirrors was synchronized with the exposure of the sCMOS camera. The time 

sequences for the ODT acquisition followed by SIM acquisition are shown in Figure S3. We used the 

synchronous readout mode of sCMOS camera together with an AOM to control the laser lighting 

synchronously during exposures of rows. Because every row exposure is synchronized with the laser 

illumination, this mode is equivalent to the using of a global-shutter mode. To minimize the vibrational 

noise and time-dependent motion artifacts, we reduced the equivalent exposure time to 50 μs, as shown 
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by the AOM trigger signal in the lower inset in Figure S3. Notably, while the sCMOS camera was 

working on the synchronous readout mode, we did not use the first hologram of each 240 frame group 

data in order to avoid variations in actual exposure time and leaked excitation of fluorescence. To 

eliminate the high-order residue background in phase and homogenize the illumination amplitude, we 

captured an extra group of background holograms with only the coverslip under the microscope for 

calibrating. The whole cycle of ODT and SIM acquisitions required 1.49 s, which is sufficiently fast 

for most of the live cell dynamics studied here, as demonstrated by the colocalization of same 

organelles captured alternatively by the ODT and SIM modules (Figure 3). 

 

3. Rytov based ODT reconstruction 

Due to the inhomogeneous distribution of the refractive index (RI) within the sample volume, light 

passing through biological samples generates a scattered optical field. In diffraction optics, the RI 

spatial distribution 𝑛𝑛(𝑟𝑟)  can be quantitatively correlated to the scattering potential 𝑓𝑓(𝑟𝑟)  by the 

equation14: 

𝑓𝑓(𝑟𝑟) = −𝑘𝑘02[(𝑛𝑛(𝑟𝑟) 𝑛𝑛0⁄ )2 − 1]                           (1) 

where 𝑟𝑟  denotes spatial coordinates, 𝑘𝑘0 = 2𝜋𝜋𝑛𝑛0 𝜆𝜆⁄   is the averaged wave vector of light in the 

medium surrounding the sample, 𝑛𝑛0 is the refractive index of the medium, and 𝜆𝜆 is the wavelength 

of the incident laser. The scattering process can be described by the Helmholtz equation: 

∇2𝑈𝑈s(𝑟𝑟) + 𝑘𝑘02𝑈𝑈s(𝑟𝑟) = 𝑓𝑓(𝑟𝑟)𝑈𝑈total(𝑟𝑟)                        (2) 

where 𝑈𝑈total(𝑟𝑟) is the total electric field of the light after it passes through the sample, and 𝑈𝑈s(𝑟𝑟) is 

the electric field of the scattered light signal induced by the inhomogeneous RI distribution in the 

sample. If the scattered optical field is much smaller than the incident laser fields, as experienced in 

light passing through thin samples, we can use the Born approximation in solving equation (2). Under 

the first-order Born approximation, the scattering potential is correlated with the scattering field by15: 

𝐹𝐹��𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗� = 2𝑖𝑖𝑘𝑘𝑧𝑧𝑈𝑈�S−Born

𝑗𝑗 �𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦�                       (3) 

where 

 𝐾𝐾𝑥𝑥
𝑗𝑗 = 𝑘𝑘𝑥𝑥 − 𝑘𝑘𝑥𝑥0

𝑗𝑗 ,  𝐾𝐾𝑦𝑦
𝑗𝑗 = 𝑘𝑘𝑦𝑦 − 𝑘𝑘𝑦𝑦0

𝑗𝑗 ,  𝐾𝐾𝑧𝑧
𝑗𝑗 = 𝑘𝑘𝑧𝑧 − 𝑘𝑘𝑧𝑧0

𝑗𝑗                    (4) 

Here, 𝐹𝐹��𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗�  is the 3D Fourier transform of the scattering potential 𝑓𝑓(𝑟𝑟) , 𝐾𝐾𝑥𝑥

𝑗𝑗 ,𝐾𝐾𝑦𝑦
𝑗𝑗  𝑎𝑎𝑎𝑎𝑎𝑎 𝐾𝐾𝑧𝑧

𝑗𝑗  
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denote the spatial frequency components of the scattering potential, 𝑘𝑘𝑥𝑥 , 𝑘𝑘𝑦𝑦  and 𝑘𝑘𝑧𝑧 =

�𝑘𝑘02 − 𝑘𝑘𝑥𝑥2 − 𝑘𝑘𝑦𝑦2  are the wave vectors of the measured scattered optical field; 𝑘𝑘�⃗ 0
𝑗𝑗�𝑘𝑘𝑥𝑥0

𝑗𝑗 ,𝑘𝑘𝑦𝑦0
𝑗𝑗 ,𝑘𝑘𝑧𝑧0

𝑗𝑗 � 

denotes the wave vectors of the incident laser field under the 𝑗𝑗𝑗𝑗ℎ illumination angle (𝑗𝑗 = 0, 1, … , 𝑙𝑙), 

and 𝑈𝑈�S−Born
𝑗𝑗 �𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦� is the Fourier transform of the measured 2D scattered optical field under the 

𝑗𝑗th illumination angle based on the first-order Born approximation. 

The first-order Born approximation is only valid when the scattered optical field is much smaller 

than the incident field. Considering the transparent nature of biological cells, the scattering confers the 

major source of the phase change. While a live cell usually occupies ~10 µm in the axial direction and 

contains different organelles with a certain volume of constant RI distributions, the Born 

approximation failed to account for the phase accumulation across the optical path passing through a 

cell. Under such circumstances, the Rytov approximation is a more accurate model10. 

Under the Rytov approximation16, a complex Rytov field 𝑈𝑈Rytov
𝑗𝑗 (𝑥𝑥,𝑦𝑦)  is used to describe the 

scattering as the summation of all phase perturbations to the incident optical field. The scattered total 

field can be written as: 

𝑈𝑈total
𝑗𝑗 (𝑥𝑥,𝑦𝑦) = 𝑈𝑈in

𝑗𝑗 (𝑥𝑥,𝑦𝑦)𝑒𝑒𝑈𝑈Rytov
𝑗𝑗 (𝑥𝑥,𝑦𝑦)                        (5) 

where 𝑈𝑈in
𝑗𝑗 (𝑥𝑥, 𝑦𝑦) = 𝑈𝑈0𝑒𝑒

𝑖𝑖𝑘𝑘0,𝑥𝑥
𝑗𝑗 𝑥𝑥+𝑘𝑘0,𝑦𝑦

𝑗𝑗 𝑦𝑦 is the 𝑗𝑗th imaged incident field, 𝑈𝑈0 denotes the amplitude of the 

imaged incident field, 𝑈𝑈total
𝑗𝑗 (𝑥𝑥,𝑦𝑦)  is the transmitted total field recorded by the experiment. By 

substituting the Born term in equation (3), the 3D Fourier transform of the scattering potential under 

the 2D Rytov approximation can be derived as10 

𝐹𝐹��𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗� = 2𝑖𝑖𝑘𝑘𝑧𝑧𝑈𝑈�Rytov

𝑗𝑗 �𝑘𝑘𝑥𝑥 − 𝑘𝑘𝑥𝑥0
𝑗𝑗 ,𝑘𝑘𝑦𝑦 − 𝑘𝑘𝑦𝑦0

𝑗𝑗 �                  (6) 

where 𝐹𝐹� is the 3D Fourier transform of the scattering potential, and 𝑈𝑈�Rytov
𝑗𝑗  is the Fourier transform 

of the measured Rytov field under the 𝑗𝑗th illumination.  

We recorded the off-axis hologram to obtain the 2D complex optical fields of 𝑈𝑈total
𝑗𝑗 (𝑥𝑥,𝑦𝑦) under 

different illumination angles (discussed in Supplementary Note, Part 4). 𝑈𝑈in
𝑗𝑗 (𝑥𝑥,𝑦𝑦)  is the 

background optical field obtained under the same detection configuration in the absence of samples. 

Based on equation (5), the Rytov complex field can be calculated as: 
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𝑈𝑈Rytov
𝑗𝑗 (𝑥𝑥,𝑦𝑦) = ln 𝑈𝑈total

𝑗𝑗

𝑈𝑈in
𝑗𝑗 = ln

�𝑈𝑈total
𝑗𝑗 �

�𝑈𝑈in
𝑗𝑗 �+𝛿𝛿

+ i ∙ unwrap�ang�𝑈𝑈total
𝑗𝑗 � − ang�𝑈𝑈in

𝑗𝑗 ��        (7) 

where 𝛿𝛿  is a regularization constant to suppress noise, and the ang()  operation denotes the 

calculation of the 2D phase distribution for 𝑈𝑈total
𝑗𝑗  and 𝑈𝑈in

𝑗𝑗 . In equation (7), ang�𝑈𝑈total
𝑗𝑗 � − ang�𝑈𝑈in

𝑗𝑗 � 

is modulo 2π, i.e., continuous phase information is sampled in a discrete wrapped phase ranging from 

0 − 2π . As a result, 2D phase unwrapping is required under the 2D Rytov approximation, which 

essentially add or minus the correct integral 2π  to compensate for the phase discontinuity of the 

detected wave front. 

In experiments, given the low-pass filtering nature of the imaging system, the measured spatial 

frequency components of the scattering potential 𝐹𝐹�measure�𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗� under j-th illumination angle 

are essentially the actual scattering potential 𝐹𝐹�real�𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗�  filtered by the complex coherent 

transfer function (CTF) 𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� (measured in Figure S8) as expressed by 

𝐹𝐹�measure�𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗� = 𝐹𝐹�real�𝐾𝐾𝑥𝑥

𝑗𝑗 ,𝐾𝐾𝑦𝑦
𝑗𝑗 ,𝐾𝐾𝑧𝑧

𝑗𝑗�𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧�                 (8) 

Therefore, the 3D spatial frequency relation of the scattering potential shown in equation (5) can be 

revised as 

𝐹𝐹��𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗� =

2𝑖𝑖𝑘𝑘𝑧𝑧𝑈𝑈�Rytov
𝑗𝑗 �𝑘𝑘𝑥𝑥−𝑘𝑘𝑥𝑥0

𝑗𝑗 ,𝑘𝑘𝑦𝑦−𝑘𝑘𝑦𝑦0
𝑗𝑗 �

𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧�
                      (9) 

Equation (9) indicates the retrieval of the 3D scattering potential under the 𝑗𝑗𝑗𝑗ℎ illumination. In ODT 

imaging, a group of tomographic images are recorded under different illumination angles, and related 

Rytov field distributions can be obtained by using equation (7). Thereafter, we stitched the measured 

Rytov field distributions obtained at different illumination angles into the spatial frequency domain to 

obtain the total scattering potential shown in equation (9). To avoid repeatedly counting overlapped 

frequency components during the frequency spectrum stitching, we added a Wiener filtering procedure 

before integrating all illumination angles to obtain the total scattering potential, as shown in equation 

(10) 

𝑓𝑓(𝑟𝑟) = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼. �
∑ 2𝑖𝑖�𝐾𝐾𝑧𝑧

𝑗𝑗+𝑘𝑘𝑧𝑧0
𝑗𝑗 �𝑈𝑈�Rytov

𝑗𝑗 �𝐾𝐾𝑥𝑥
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗�𝑗𝑗 𝐶𝐶�𝐾𝐾𝑥𝑥

𝑗𝑗+𝑘𝑘𝑥𝑥0
𝑗𝑗 ,𝐾𝐾𝑦𝑦

𝑗𝑗+𝑘𝑘𝑦𝑦0
𝑗𝑗 ,𝐾𝐾𝑧𝑧

𝑗𝑗+𝑘𝑘𝑧𝑧0
𝑗𝑗 �

∑ �𝐶𝐶�𝐾𝐾𝑥𝑥
𝑗𝑗+𝑘𝑘𝑦𝑦0

𝑗𝑗 ,𝐾𝐾𝑦𝑦
𝑗𝑗+𝑘𝑘𝑦𝑦0

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗+𝑘𝑘𝑧𝑧0

𝑗𝑗 ��
2

𝑗𝑗 +𝛼𝛼2
�          (10) 

where 𝑈𝑈�Rytov
𝑗𝑗 �𝐾𝐾𝑥𝑥

𝑗𝑗 ,𝐾𝐾𝑦𝑦
𝑗𝑗 ,𝐾𝐾𝑧𝑧

𝑗𝑗�  is the measured 2D 𝑈𝑈�𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑗𝑗   field recasted in the 3D spatial frequency 
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domain as described by equation (4), and 𝐶𝐶�𝐾𝐾𝑥𝑥
𝑗𝑗 + 𝑘𝑘𝑥𝑥0

𝑗𝑗 ,𝐾𝐾𝑦𝑦
𝑗𝑗 + 𝑘𝑘𝑦𝑦0

𝑗𝑗 ,𝐾𝐾𝑧𝑧
𝑗𝑗 + 𝑘𝑘𝑧𝑧0

𝑗𝑗 � is the recasted CTF in 

the 3D spatial frequency domain with a 3D wave vector shifting by 𝑘𝑘�⃗ 0
𝑗𝑗 under the 𝑗𝑗𝑗𝑗ℎ illumination. 

𝛼𝛼 is the Wiener filtering factor17 used to reduce computational artifacts. 

4. Principles of off-axis hologram 

In an off-axis holographic recording, we use a known optical plane wave as denoted by 

𝑅𝑅𝑒𝑒𝑖𝑖�𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟,𝑥𝑥𝑥𝑥+𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟,𝑦𝑦𝑦𝑦� as the reference, which interferes with the optical signal field 𝑈𝑈. Given that 𝑅𝑅 is 

the amplitude of the reference field, 𝑈𝑈 is the complex signal optical fields to be measured, and 𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟 

is the 2D wave vectors of the reference beam, the detected intensity 𝐼𝐼(𝑥𝑥,𝑦𝑦) of the hologram recorded 

on the camera can be written as 

𝐼𝐼(𝑥𝑥,𝑦𝑦) = |𝑈𝑈|2 + |𝑅𝑅|2 + 𝑅𝑅∗𝑈𝑈𝑒𝑒−𝑖𝑖(𝑘𝑘ref,𝑥𝑥𝑥𝑥+𝑘𝑘ref,𝑦𝑦𝑦𝑦) + 𝑐𝑐. 𝑐𝑐.               (11) 

Where 𝑐𝑐. 𝑐𝑐.  denotes complex conjugation of the third term in right side of equation (11). By 

performing 2D Fourier transform of 𝐼𝐼(𝑥𝑥, 𝑦𝑦)  and subsequently carrying spatial spectrum filtering 

centered at (𝑘𝑘ref,𝑥𝑥,𝑘𝑘ref,y) as indicated by the third term in right side of equation (11), the complex 

signal field 𝑈𝑈  can be retrieved by performing inverse Fourier transform on the spectrally filtered 

component with the prior knowledge of a known plane wave reference field. 

5. Algorithm implementation 

Following the principle described above, the ODT reconstruction algorithm is schematically shown 

in Figure S4. Initially, 𝑙𝑙 holograms (𝑙𝑙 = 240 used in the current setting) was taken as background 

with a coverslip without cells attached. During time-lapse live cell imaging, 𝑙𝑙  holograms with 

tomographic illumination angles identical to the background data acquisition were recorded at each 

temporal point. 

Step 1 Holographic processing 

As shown in Figure S4, the amplitude and phase of both background and time-lapse data sets were 

first extracted by the standard off-axis holographic processing procedure as explained in Section 3, 

which consists of the Fourier transform of raw images, spectrum filtering of the Fourier domain, and 

inverse Fourier transform. In addition, measuring the distance between the DC term and the brightest 

point of the modulation term in the Fourier domain yielded interference angles between the signal and 



9 

the reference beams, termed as the transverse wave vector 𝑘𝑘ref
𝑗𝑗  (in the unit of pixel). Because of the 

circular scanning scheme, the reference wave vector is calculated as the mean of 𝑙𝑙 detected angles 

because scanning illumination wave vectors are canceled out during the averaging process, 

𝑘𝑘ref =
∑ 𝑘𝑘ref

𝑗𝑗𝑙𝑙
𝑗𝑗=0

𝑙𝑙
                                (12) 

Therefore, an approximation of the illumination wave vector for the 𝑗𝑗𝑡𝑡ℎ  hologram in the total 𝑙𝑙 

holograms can be given by 

𝑘𝑘0
𝑗𝑗 = 𝑘𝑘ref

𝑗𝑗 − 𝑘𝑘ref                              (13) 

Step 2 Precise determination of the scanning wave vector 

One problem with long-term high-speed scanning of illumination is that mechanical wobbling and 

instability of the galvo-mirrors may lead to deviation of the illumination wave vectors from the 

designated angles. As shown in Figure S5, the measured illumination wave vectors at 100 time points 

significantly deviated from those of reference images obtained in the absence of a sample. The standard 

deviations of 𝑘𝑘𝑥𝑥 and 𝑘𝑘𝑦𝑦 were 0.0061 𝜇𝜇𝜇𝜇−1 and 0.008 𝜇𝜇𝜇𝜇−1, respectively, corresponding to ~0.05 

degree error in the illumination wave vector. Such errors in illumination wave vectors will induce 

misalignment in 3D spatial frequency spectrum stitching and consequently degrade the imaging quality, 

as determined by equations (10) and (11) and discussed in the reference13.  

To address this problem, we proposed the VISA algorithm that precisely determined the actual 

illumination wave vector and minimized the residue slope of the unwrapped phase distribution 

extracted from holographic recordings. The pipeline of the VISA, which consisted of four major steps, 

is shown in Figure S6. First, we multiplied the phase image extracted from holograms by the digital 

phase shifting term 𝑒𝑒𝑖𝑖𝑘𝑘0,
𝑗𝑗 𝑟𝑟, which provided an initial crude estimation of the 2D illumination vector 

𝑘𝑘0
𝑗𝑗 based on equation (13). Next, the frequency shifted phase image was unwrapped using the least-

square method proposed previously18. By linearly fitting the residue slope 𝛼𝛼𝑗𝑗  in the 𝑘𝑘𝑥𝑥  and 𝑘𝑘𝑦𝑦 

directions in the unwrapped image, an updated wave vector was generated by adding the feedback 

term as given below:  

𝑘𝑘0,new
𝑗𝑗 = 𝑘𝑘0,old

𝑗𝑗 − 𝛼𝛼𝑗𝑗

2𝜋𝜋
                             (14) 

The updated wave vector is then used as the input for the next round of iteration until the residue 
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slope 𝛼𝛼𝑗𝑗 reaches the preset threshold (0.00001 for 𝛼𝛼𝑗𝑗/2𝜋𝜋 in our experiments). After three iterations, 

the residue slope was reduced to an extent less than the threshold. While the RI distributions within 

the COS-7 cell were significantly distorted in the absence of VISA processing, the VISA-corrected 

image was more homogenous and exhibited better contrast (Figure S7). In fact, ER tubular structures 

that were previously concluded to be not visible using the ODT microscope6 were clearly resolvable 

after VISA correction (Figure 3a and Figure S7).  

Having accurately determined the illumination wave vectors of the sample at individual time points, 

we calculated their differences with the wave vectors extracted from the background hologram. During 

the recording of a full set of holograms, there were sometimes missing frames due to failed data logging 

to the hard drive. Therefore, we also included a step to identify the missing frames, followed by 

removing missing frames and regroup the raw data for hologram reconstruction. 

Steps 3, 4 and 5 Compute the Rytov phase, perform spatial spectrum stitching and determine 

scattering potential 

The amplitude and unwrapped phase from different time points were normalized by those of the 

background hologram. The Rytov phase component could be calculated according to equation (7) (see 

also Step 3 in Figure S4), which was then filtered and stitched to the 3D spatial spectrum using 

equation (10) (Step 4 in Figure S4). After performing Wiener filtering described in equation (10), the 

3D distribution of RIs was reconstructed using equation (1) (Step 5 in Figure S4).  

We used multithread programing with a C++ compiler to enable offline data processing on a high-

performance computing platform. The time-lapse holograms and background holograms were feeded 

into the program as TIFF-stack files. The result was also saved as TIFF-stack files and can be easily 

analyzed using ImageJ. LibTIFF 4.0.9 and FFTW 3.3.8 library is used for data I/O and efficient FFT 

computation during image reconstruction. 

6. Coherent transfer function (CTF) 

In the ODT imaging scenario, the measured scattering complex field 𝑈𝑈measure
𝑗𝑗 (𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  can be 

expressed as the convolution of the actual signal complex field 𝑈𝑈S
𝑗𝑗(𝑥𝑥,𝑦𝑦, 𝑧𝑧) with the complex point 

spread function (PSF) ℎ(𝑥𝑥,𝑦𝑦): 

𝑈𝑈measure
𝑗𝑗 (𝑥𝑥,𝑦𝑦, 𝑧𝑧) = ∭𝑈𝑈𝑆𝑆

𝑗𝑗(𝑥𝑥′ − 𝑥𝑥,𝑦𝑦′ − 𝑦𝑦, 𝑧𝑧′ − 𝑧𝑧)ℎ(𝑥𝑥′, 𝑦𝑦′)𝐺𝐺(𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′) d𝑥𝑥′d𝑦𝑦′d𝑧𝑧′     (20) 
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in which 𝐺𝐺(𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′) is the far field propagation term (Born and Wolf, 1980), and it can be simplify 

as 

𝐺𝐺(𝑟𝑟) = 1
4𝜋𝜋
∙ 𝑒𝑒

𝑖𝑖𝑘𝑘0|𝑟𝑟��⃗ |

|𝑟𝑟|                                (21) 

where 𝑟𝑟 denotes spatial coordinates (𝑥𝑥,𝑦𝑦, 𝑧𝑧). In the spatial frequency domain, equation (20) can be 

rewritten as 

𝑈𝑈�measure�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� = 𝑈𝑈�𝑆𝑆
𝑗𝑗�𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧�𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧�                 (22) 

where 𝑈𝑈�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� and 𝑈𝑈�𝑆𝑆
𝑗𝑗�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� are the 3D Fourier transforms of 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑗𝑗  and 𝑈𝑈𝑆𝑆
𝑗𝑗, 

respectively, while 𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� is the CTF. Thus, the CTF can be expressed as 

𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� = 𝐹𝐹.𝑇𝑇.3D {ℎ(𝑥𝑥′,𝑦𝑦′)𝐺𝐺(𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′)}                   (23) 

Because the field propagates as a monochromatic wave with a constant wave vector 𝑘𝑘0, 𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� 

is the contoured projection of 2D CTF 𝐶𝐶�𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦� onto a spherical surface determined by 𝑘𝑘0𝑧𝑧 in the 

spatial frequency domain as indicated by equation (23). 

Experimentally, we measured the CTF of the system with a nanoscale aperture on an aluminum 

surface. A nanohole (100 nm in diameter) was fabricated with the focus ion beam3. To eliminate the 

noise introduced by the nonuniform reference beam and weakly transmitted signal, multiple images 

from different illumination angles were averaged to yield the mean CTF. Following the procedure 

described in Supplementary Part 4, we retrieved both the amplitude and phase of the 2D CTF from 

the hologram of the nanohole (Figure S8), which led to the calculation of the 3D CTF 𝐶𝐶�𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦,𝑘𝑘𝑧𝑧� 

with equation (23). 

7. Analysis and characterization of resolution in SR-FACT 

According to Rayleigh’s criterion, the resolution of the coherent imaging system is given by19 

𝑑𝑑min,coh = 0.82 𝜆𝜆
NA

                              (24) 

where 𝜆𝜆 is the illumination wavelength and NA is the optical system numerical aperture (NA). 

In the ODT imaging system, the rotational illumination extends the transverse spatial frequency limit, 

as demonstrated by the two mirrored incident angles along the maximum NA of illumination in Figure 

S9. In theory, the scattered field in the ODT essentially poses a frequency shift in the detection 
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frequency domain (equation 3), which extends the bandwidth in the transverse frequency domain by 

the following equation: 

𝑘𝑘∥,𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑘𝑘∥,𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑘𝑘∥,𝑖𝑖𝑖𝑖𝑖𝑖                             (25) 

where 𝑘𝑘∥,𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑘𝑘∥,𝑑𝑑𝑑𝑑𝑑𝑑 indicate the transverse projections of the maximum NA of the illumination 

objective and detection objective, respectively. The NA of the illumination objective lens was 1.0. 

Although we used a 1.45 NA objective, the maximal NA detected by the object is still limited by the 

immerse medium, which has a low RI. Given that these live cells were maintained in PBS (𝑛𝑛 ≈ 1.333), 

the effective NA of the ODT system can be given as 

𝑁𝑁𝑁𝑁eff = 𝑁𝑁𝑁𝑁det + 𝑁𝑁𝑁𝑁ill ≈ 2.33                         (26) 

Because we used a 561-nm laser for illumination, the theoretical transverse resolution in the ODT 

system is ~197 nm, which has been proven by the benchmark experiment in the COS-7 cell (Figure 

1d-1f). 

The axial resolution of the ODT system is complicated by the nonuniform longitudinal distribution 

in the spatial frequency (Figure S9c, lower panel). Instead, the longitudinal spatial frequency 

bandwidth essentially becomes dependent on the transverse frequency. A missing core appears in the 

𝑘𝑘⊥  direction near the low 𝑘𝑘∥  area, indicating that the actual PSF has a large FWHM in the 

longitudinal direction. When imaging live cells, especially those with high transverse frequency 

components in cellular structures, the corresponding bandwidth in the longitudinal direction increases, 

as shown in Figure S8c, where the longitudinal frequency bandwidth can be estimated as 

𝑘𝑘⊥,odt ≈
2𝜋𝜋𝜋𝜋0
𝜆𝜆

cos asin 𝑁𝑁𝑁𝑁ill
𝑛𝑛0

 (27) 

where 𝑛𝑛0 = 1.33 , and 𝜆𝜆 = 561 nm  in the experiments, yielding a simply estimated longitude 

resolution for our system of 

Δ𝑧𝑧 = 0.82 × 2𝜋𝜋
𝑘𝑘⊥,odt

≈ 525 𝑛𝑛𝑛𝑛  (28)
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Figure S1 | Analysis of possible motion artifacts of different ODT microscopes in imaging fast 
moving lysosomes. (a)Trajectories of different lysosomes from the time-lapse SIM image are shown 
(Movie 4). Different trajectories were shown with different colors. Scale bar, 5 µm. (b)Distribution of 
moving speeds of 4376 link trajectories in (a). Boundaries for the appearance of motion artifacts were 
determined by spatial resolutions divided by imaging duration. We used red dash line to indicate bound-
ary for our ODT microscope at 200 nm / 1.22 s = 164 nm/s, and blue dash line to indicate boundary for 
our SR-FACT at 200 nm / (1.22+0.27) s = 134 nm/s.
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Figure S2 | Hardware configuration of SR-FACT microscope. The green beam indicates the optic 
path of the ODT module, while the purple and yellow beams indicate the excitation and detection paths 
of the fluorescence Hessian SIM module.
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Figure S7 | ODT reconstructions with or without VISA processing. (a-b) Compared with reconstruc-
tion without VISA iteration (a), reconstruction of the live COS-7 cell with VISA processing is clearly 
more homogenous and superior (b). Scale bar, 5 µm.
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Figure S8 | Measured CTF of the microscope. (a) A raw holographic image of the artificial point 
source. (b-c) Calculated amplitudes (b) and phases (c) of 2D CTF from (a). Scale bars, (a) 1 μm and 
(b-c) k = 2π / λ.
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Figure S9 | Spatial frequency domain retrieved by ODT reconstruction. Two maximal illumination 
angles mirroring each other are selected as examples. Green and orange lines in the top diagrams in (a) 
and (b) indicate the illumination beams utilizing maximal NA of the illumination objective lens. Spatial 
frequency domain bandwidth is expanded, as shown in (c). The top panel in (c) shows the transverse 
spatial frequency bandwidth expansion, while the bottom panel in (c) shows nonuniform distribution of 
longitude frequency bandwidth. k∥,ill and k∥,det indicate transverse projections of maximal NA of illumi-
nation objective and detection objectives, respectively.
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Figure S10 | Holistic view of organelles in 3D by ODT module. (a) Three different Z planes of a 
representative COS-7 cell. While yellow arrowheads indicate mitochondria, yellow and magenta arrows 
indicate LYs and LDs, respectively. (b) Average percentages of the area of LDs, LYs, and mitochondria 
within an axial volume of 0.86 μm (10 Z planes) to the total area of all LDs, LYs, and mitochondria 
within the cells (averages from 13 cells). Scale bar, 5 µm. Center lines, medians; limits, 75% and 25%; 
whiskers, maximum and minimum.
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Figure S11 | A dividing COS-7 cell was arrested at late prophase after SR fluorescence imaging of 
chromosomes. The COS-7 cell was expressed with H2B-EGFP and arrested at late prophase for over 
an hour. This was in sharp contrast to the completed cell division observed in cells imaged only with 
ODT module (Figure 2). This phenomenon was observed 3 times in 3 different cells. Scale bar, 2 µm.
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Figure S12 | Organelles not visible by ODT module. (a) Golgi in COS-7 cells labeled by β1,4-galac-
tosyltransferase 1-EGFP failed to colocalize with any appreciable structures in ODT images. (b) Peroxi-
some in COS-7 cells labeled by Pex11-EGFP failed to colocalize with any appreciable structures in 
ODT images. Scale bars, 5 µm (left) and 1 µm (right).
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Figure S13 | Vacuoles in budding yeasts observed by ODT module. A few examples are highlight by 
yellow arrows. Scale bar, 5 µm.
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Figure S14 | DBs in different types of mammalian cells. (a) Human skin fibroblast cells. (b) Human 
umbilical vein endothelial cells. (c) Rat insulinoma INS-1 cells. (d) Mouse dorsal root ganglion 
neurons. Regions enclosed within yellow dashed boxes in the top panels were enlarged and shown in the 
bottom panels as montages, in which movement of DBs was obvious. All images shown here are repre-
sentative of three batches of similar experiments. Scale bars, 5 µm (top) and 1 µm (bottom).
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Figure S15 | Numbers of DBs in hMSCs are positively correlated with their aging phenotypes. We 
used WT-hMSCs (wild-type human MSCs as isogenic control), HGPS-hMSCs with heterozygous (LM-
NAG608G/+) and homozygous (LMNAG608G/G608G) LMNA mutation for modeling Hutchinson-Gilford proge-
ria syndrome (HGPS) and WS-hMSCs with WRN deficiency (WRN-/-) for modeling Werner syndrome 
(WS)20, 21. Representative ODT images of WT (a), heterozygous (LMNAG608G/+) (b), homozygous (LM-
NAG608G/G608G) (c), and WRN-/- (d). Corresponding DB densities at the center plane of cells are shown in 
(e). Scale bar, 5 µm. Center lines, medians; limits, 75% and 25%; whiskers, maximum and minimum. 
We used the Mann-Whitney rank-sum test to analyze the data in (e). * p <0.05, ** p <0.01, *** p 
<0.001.
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Figure S16 | Average number of DB in COS-7 cells decreased under starvation condition. For 
starvation experiments, COS-7 cells were incubated in complete medium or Hanks’ balanced salt solu-
tion (HBSS, Gibco 14025) for 18 h prior to imaging.
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Figure S17 | Correlations between LC3-EGFP-labeled structures with DBs in COS-7 cells. (a-b) 
Some LC3-EGFP-labeled structures were fluorescent rings that either colocalize with the outer mem-
brane of LYs (a) or large vacuolated vesicles (b). (c-d) Most of LC3-EGFP-labeled structures were fluo-
rescent puncta, which did not overlapped with clear ODT structures (c), or overlapped with LE/LY 
structures (d). All images shown here are representative of three batches of similar experiments. Scale 
bars, 1 µm.
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Figure S18 | Histograms of sizes of LE/LY structures observed by ODT module in COS-7 cells 
overexpressing different protein markers. All distributions could be fitted by the Gaussian function. 
In LysoView 488 labeled cells, the mean size of LE/LY structures was 1.77 ± 0.01 µm, which was small-
er than that of cells overexpressing LAMP1-EGFP (2.00 ± 0.01 µm), and larger than those of cells over-
expressing Rab7-EGFP (1.55 ± 0.01 µm) and Rab9a-EGFP (1.67 ± 0.01 µm).
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Supplementary Table 1 | Imaging conditions used to obtain different figures.
Label ODT image 

time (s) 
SIM image 

time (s) 
Interval 

Figure 1d LifeAct-EGFP 1.22 0.27 3.51 
Figure 2 
Supplementary Video S1-2 

NA 3 NA 7 

Figure 3a 
Supplementary Video S3 
Figure 3b 
Supplementary Video S4 
Figure 3c 
Supplementary Video S5 
Figure 3d 
Supplementary Video S6 
Figure 3e 
Supplementary Video S7 
Figure 3f 
Supplementary Video S8 

KDEL-EGFP 

MitoTracker Green 

LipidSpot 488 

LysoView 488 

LaminA-EGFP 

H2B-EGFP 

1.22 0.27 3.51 

Figure 4a 
Supplementary Video S10 
Figure 4b-c 
Supplementary Video S11-12 
Figure 4d-5g 
Supplementary Video S13-16 

NA 

KDEL-EGFP 

NA 

3 

1.22 

1.22 

NA 

0.27 

NA 

2 

3.51 

3.78 

Figure 5a-n 
Supplementary Video S17-27 

NA 1.22 NA 3.78 

Figure 6a 
Figure 6b 
Figure 6c 
Figure 6d 
Figure 6e 
Figure 6f 
Figure 6g 

Rab5-EGFP 
EEA1-EGFP 
FYVE-EGFP 
Rab9a-EGFP 
Rab7 -EGFP 

LAMP1-EGFP 
AQP2-EGFP 

1.22 0.27 3.51 

Figure S10 NA 1.22 NA 3.78 

Figure S11 
Supplementary Video S9 

H2B-EGFP 1.22 0.27 3.51 

Figure S12a 

Figure S12b 

β1,4-
galactosyltransferase 1-

EGFP 

Pex11-EGFP 

1.22 0.27 3.51 

Figure S13 NA 1.22 NA 3.78 
Figure S14 NA 3 NA 7 



Figure S15 
Supplementary Video S28-31 

NA 3 NA 7 

Figure S16 NA 3 NA 7 
Figure S17 LC3-EGFP 1.22 0.27 3.51 
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