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Description of the synthetic data problems (used in the Fig.
2 of the main manuscript)

This section provides the description of the benchmark, whose results are presented in Manuscript
in the Figure 2. For a given number of data-points 7" > 0 and a data dimension (number of fea-
tures) n > 2, we generate the random data X = [zy, ..., 27| € R™T from multivariate normal
distribution with different parameters based on a predefined cluster affiliation.

We choose the cluster affiliation in such a way, that the number of points affiliated to cluters

T}, 1s approximately the same along the clusters, i.e.

e 2o 2] )

denotes the set of point indexes affiliated to k-th cluster. Please, notice that these sets are disjoint
and union of them forms the set of all point indexes {1, ..., T}. Using this decomposition, we
generate corresponding data points for every cluster £ = 1, ..., K as random realisations from

the multivariate normal distributions
Vt € Ty xp ~ N (e, )

where 1, € R™ denotes the mean value and >, € R™" a covariance matrix.

In our benchmark, we choose K = 4 with parameters
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where I,,_, € R"2""2 s identity matrix.



General SPA formulation

The SPA optimization problem is given by

[S*, 7] == z;r;g FHE%I;L(S, I) (SPA)
where
T
L(S,T) = > distg(X(t),T(t)) + e2®s(S) + epr(T) (1)
t=1
Qr:=Q, x---xQ, =0 (2)
K
Q= {yeR" | Vk=1,...,K:) v =1%>0} (3)
k=1

T denotes the number of data points, X = {X(¢),t = 1,...,T} C X are given data from
space X deployed with the norm || - ||, K > 1 denotes the number of discrete states (clusters),
I ={C(t),t=1,...,T} C Q, C RE, are unknown cluster affiliation probability vectors, and
S are unknown parameters of mapping between data points X and probability representation I'.
We include the possibility of Tikhonov-based regularization of original ill-posed problem using
the regularization functions ®g, ®r with corresponding regularization parameters €g, e > 0.

In this section, we consider the most general case; please notice that the distance function
distg : X x Q, — R is non-symmetric and we do not require any particular properties ex-
plicitly. As a simple case, we can consider a finite dimensional data space X = R" and a linear
relationship between the datapoint x € X and it’s corresponding probabilistic representation

v € 1,,1i.e., we suppose

K
x = Z%Sz,k = Sy 4)

k=1

where S € R™¥ is a matrix of parameters of this mapping. The equation (4) can be interpreted

as expected value of data representation vectors S.; € R"™ with probability density vector .



After the substition of (4) into the distance function we can write
distg(z,y) := dist(x, Sv)

where we can additionally consider any standard distance function (metric) dist : X x X — R,
for example Euclidean measure (see Section “SPA in the Euclidean space” in this Supplement)

or Kullback-Leibler divergence.

Set a feasible initial approximation T° € Qr and iteration counter it = 0.

while | L(S,T%) — L(S"*=1 Tit=1)|| > ¢

solve S = arg min L(S,T™"1)  (with fixed ['*1)

S
solve T'* = arg min L(S',T")  (with fixed S')
r T'eQr
it=it+1
endwhile

Return an approximation of the data representation vectors S and an approximation of cluster
affiliation probability vectors T,

Algorithm 1: General SPA algorithm.

The problem (SPA ) can be solved using the Algorithm 1. The idea is based on the construc-
tion of the sequence of split optimization problems. The iteration computational complexity
of this algorithm is given by the complexity of the computation of inner optimization problems
with fixed variables. The algorithm of this type is well-known as coordinate-descent method [J.
Nocedal and S. J. Wright: Numerical Optimization. Springer, 2003] or alternating least-squares
method [G. Beylkin and M. J. Mohlenkamp: Algorithms for numerical analysis in high dimen-
sions. SIAM Journal on Scientific Computing, 26:21332159, 2005] . The following Lemma

presents the basic convergence properties of the algorithm.

Lemma 1. If the solutions of inner optimization problems in Algorithm 1 exist, then algorithm



generates sequence of approximations of optimization problem (SPA) with nonincreasing ob-

Jective function values, i.e.
L(S™, T < L(S™ LT Y for it=1,2,... (5)

Proof. If the solutions of inner optimization problems exist, then the solution process of inner
optimization problems provides the approximation with smaller (or the same) function value

with respect to non-fixed variable, i.e. (see the Definition 1 in APPENDIX),

VS L(S™, ") < L(S,T™1), in the case of fixed ["*™* (6)

LeQr: L(S“TY < L(S"T), in the case of fixed S™ (7)
Choosing S = S®~1in (6) and I" = I'"*"! in (7) we get
L(S™1, T1) > LS, D=1y > (it Tty
O

Since the objective function (1) is generally non-convex (but bounded from bellow - each
distance function is non-negative), the sequence (5) can possibly converge only to the local
optimum. To deal with this non-globality, one has to run the algorithm for several random initial
"% and choose the solution with the lowest function value. Such a Monte-Carlo-based approach
is commonly used for solving the optimization problem with multiple local optimality points
and it can be found in literature as annealing steps [J. Nocedal and S. J. Wright: Numerical
Optimization. Springer, 2003] .

However, the convergence of the whole process still highly depends on the solvability of
inner optimization problems. Following lemmas present the elementary and the most common

situations when the solution exists.



Lemma 2. [f distance function distg and regularization function ®g in (SPA) are convex,
bounded from bellow and continuously differentiable with respect to variable S, then the so-
lution of the problem with respect to S exists and it can be found using the necessary optimality

conditions for unconstrained problems.

Proof. The Lemma is a consequence of optimization theory fundamental results, see for exam-
ple [S. Boyd and L. Vandenberghe: Convex Optimization. Cambridge University Press, New
York, 1st edition, 2004] . L]

Lemma 3. If distance function dists and regularization function ®r in (SPA) are continuous

in variable T, then the solution of the problem with respect to I" exists.

Proof. Please notice that feasible set {21 is compact (i.e., closed and bounded) and convex,
therefore if L is continuous, then the existence of the solution is a consequence of Weierstrass
Extreme Value Theorem [S. Boyd and L. Vandenberghe: Convex Optimization. Cambridge

University Press, New York, 1st edition, 2004] . ]

Typically, the largest dimension parameter of the whole problem (SPA) is the number of data
points 7" and the classification data-discretization process (SPA) does not reduce this number.
It provides the data representation vectors S, whose size is determined by the size of individual
data points (the dimension of vector space &X’) and the number of them is equal to the number of
clusters K. We can conclude, that the optimization problem with respect to S is much smaller
in comparison to the optimization problem with respect to the second variable I'. The unknown
' consists of cluster affiliation probability vector of each individual data points, i.e., its size
is determined by 7" and K. Fortunately, the objective function L (1) is composed as a sum of
local representation errors and therefore if the regularization function ®(I") is also additively

separable (the case when it consists of the sum of local regularization functions for individ-



ual representations) then the whole minimization problem (SPA) is separable. The following

Lemma presents the basic property of additively separable optimization problems.

Lemma 4. If L in optimization problem (SPA) can be written as a sum of separated functions
(i.e., L is additively separable int) int (except Ps(S)), i.e., there exist functions L,(S,I'(t)),t =
1,...,7T such that

T
L(S,T) = (Z Lt(S,F(t))> + &g5(5) (8)
t=1
then the solution of optimization problem (SPA) with fixed S can be composed as a solution of
individual problems
r“(t) = in L,(S,T'(¢
(t) = arg min Li(S,T(¢)) ©)
where
K
Or, ={yeR¥ | > yu=1,7>0}
k=1
and Qp, X -+ x Qp, = Qr is the decomposition of the feasible set of the original problem
(SPA).

Proof. The definition of optimality point of (9) reads as (see the Definition 1 in APPENDIX)
VI(t) € Qr, : L(S,T7(t)) < L(S,T'(t))

Since this inequality can be formulated for all¢ = 1,..., 7', we can sum these 7' inequalities to

obtain
T T
t=1 t=1
If we add term ®¢(.S) (constant in I') to both sides of this inequality and use notation (8), we

obtain

VT € Qp : L(S,T%) < L(S,T)

which is a definition of the optimality point of optimization problem (SPA) with respect to

I O



The separability plays crucial role in the embarassingly parallel computations; one can solve
the whole set of 7" optimization problems independently using modern multi-core architectures,
see Figure S2. The I'-problem can be splitted into smaller subsets and distributed onto sepa-
rated computational nodes, which is a commonly adopted approach when working on super-
computers. Each node solves the given subset of problems without any communication with
the other nodes. Moreover, if the node includes multi-core processors, then (again) each core
can solve independently the part of the node subproblem. This “embarrasingly-parallel” hierar-
chical computation of the large-scaled problem can be exploited even more when using modern
GPU architectures; in this case, the relativelly small I'(¢) problem (of size K) can be solved
using just one computational thread, i.e., one computational core (please see Fig. 2¢ in the main
manuscript).

It is necessary to mention that if the regularization function ®r is not separable in 7" (for
example when enforcing the persistency of regime/cluster in time, see FEM-H1 and FEM-BV
methods [reference (30) in the main manuscript] ), then the problem is not embarassingly par-
allel and computational nodes/cores/threads have to communicate during the solution process.
However, as was demonstrated in [L. PospiSil, P. Gagliardini, W. Sawyer, and 1. Horenko: On
a scalable nonparametric denoising of time series signals. Communications in Applied Mathe-
matics and Computational Science, 13:107138, 2018] , one can still utilize Projected Gradient

methods since the projection onto separable simplexes () is still embarassingly parallel.
The following Theorem summarizes the general properties of the Algorithm (1).

Theorem 1 (Properties of SPA algorithm). Let X = {z(t),t = 1,...,T} C X be given data
from space X, K > 1 a given number of clusters. Let dists, ®g, Pr be such a functions that
L(S,T) in (SPA) is convex, bounded from bellow and continuously differentiable with respect
to variable S, and continuous in variable T'.

Then Algorithm 1



(a) is generating monotonically non-increasing sequence.
Moreover, if L(S,T) is separable problem in T, then Algorithm 1

(b) is linear algorithm in the size T’ of the data statistics X,

(c) requires the amount of communication independent of data size.

Proof. (a) is a consequence of Lemma 2, Lemma 3, and Lemma 1. To prove (b) and (c), please
notice that the solution of optimization problem with respect to S is independent of the number
of provided data points 7'. If the assumption of separability is fullfilled, then in the case of
solving the problem with respect to I', we can using Lemma 4 reformulate the original problem

as a set of 7" independent problems, whose dimension is (again) independent of 7'. ]

Let us present the connection between SPA and some of the commonly used discretization

(clustering) methods in following Corollaries.

Corollary 1 (Suboptimality of K-means). Measured in terms of squared Euclidean distance,

discretisations providided by K-means are always suboptimal to the discretisations obtained

with (SPA).

Proof. Letus consider data X € R™”. The aim of the K-means clustering algorithm [reference
(16) in the main manuscript] is to optimally partition given data into K disjoint clusters based
on the Euclidean distance from (unknown) optimal centroids of the clusters. The algorithm

computes these cluster centroids S, € R™ and binary affiliation T' € {0, 1}%7

,where 'y, = 1
if z; belongs to k-th cluster and I'; ; = 0 otherwise. The corresponding optimization problem
is formulated as

K T
[S*,T%] := arg min Limeans(S,T), Licmeans (S, T) = > Y Thul|X (1) = Sell3 (10)

=
r r k=1 t—1



where Qr C {0,1}%7 includes the condition for strict affiliation of a point into exactly one
cluster, i.e.,

K
Qp =T € {0,117t = 1,..., T+ Y Tpy =1}
k=1

The problem (10) is solved iteratively; the feasible initial approximation of affiliations I' is
chosen randomly (the points are randomly affiliated to clusters) and afterwards, the iterative
procedure solves consecutively the problems with one fixed variable. In the case of K-means,
both of the subproblems have analytical solutions

1 Z . 1 if k = arg min || X (t) — Sk
(t)w Fl_ct = k

0 otherwise.

(11)

In fact, the scheme of the algorithm is the same as in the Algorithm 1 and one can easily check
that if I is binary variable and we choose dists(X (¢),I'(t)) := f: | X () — STk(¢)]|3 in (SPA)
(in following text denoted as (SPA,)) then .
K T
L(S,T) = ZZ 1 X (t) — STx(t)]5 = erk,tnX(t) — Skll3 = Limeans(S, ) (12)
t=1 k=1 k=1 t=1
and therefore K-means algorithm is equivalent to (SPA,).
The variant of K-means algorithm with relaxed binary condition is well-known as soft K-
means algorithm [C. Bauckhage: Lecture Notes on Data science: Soft k-Means Clustering,
B-IT, University of Bonn, doi:10.13140/RG.2.1.3582.6643. 2015] . In this case, I';; represents
the probability that X () is affiliated to the k-th cluster. The feasible set {2 enforces the rows
of I' to be a corresponding discrete probability density vector, i.e., each element is continuous
variable from [0, 1] and because of the law of the total probability, the sum of the elements of
this vector has to be equal to one. One can easily check that {2 defined by (2) represents these
conditions. However in the case of continuous I', the equality (12) does not hold. Using the

Jensen’s inequality [J. Nocedal and S. J. Wright: Numerical Optimization. Springer, 2003] we



get
T K K T
=22 IX(O) = STuOIE < 323 TuellX(8) = Sl = Lumans(ST)
t=1 k=1 k=1 t=1
and therefore soft K-means algorithm produces only the upper estimation of the (SPA5) opti-

mization problem. O

Corollary 2 (Suboptimality of FEM-BV and FEM-H1.). Measured in terms of squared Eu-
clidean distance, discretisations providided by FEM-BV and FEM-H1 methods are always sub-

optimal to the discretisations obtained with (SPA).

Proof. The family of FEM-BV and FEM-H1 methods consists of methods used for time series
analysis [reference (30) in the main manuscript] , [L. PospiSil, P. Gagliardini, W. Sawyer, and
I. Horenko: On a scalable nonparametric denoising of time series signals. Communications in
Applied Mathematics and Computational Science, 13:107138, 2018] . The idea is to extend
stationary models with clustering and additional time regularization for enforcing the model
time persistency.

In time series modelling, we suppose that the measured data x;, o, ..., 2y € R" are de-

scribed by the parametric model %) and include the additive noise, i.e.,
=(t,0)+ ¢ (13)

For instance one can consider autoregessive models, e.g., the Var-X model defined as

p q
=u—+ Z Ay + Z Bjut,jf (14)

i=0 =0
where © = (u, A, ..., Ap, By, ..., B,) includes all model parameters, 7 > 0 is a discretisation

time step, p, ¢ > 0 represent the size of memory, and u; denote the external factors or controls.

The aim of the analysis is to find parameters of the model which fit the given data x;, u; in an



optimal way, for example, one can utilize minimum least square error to formulate optimization
problem

" = arg mlnz lz: — ¥(t, 0)5 (15)
In the case of Var-X model (14) the optlmlzatlon problem (15) is unconstrained quadratic pro-
gramming problem and the necessary optimality conditions formulate the corresponding system
of linear equations which has to be solved.
FEM-BV and FEM-HI1 belong to the non-stationary models; here we suppose that the pa-
rameters of model © are non-stationary, i.e., they are changing (can change) in time. In general,
non-stationary model without any additional assumptions, e.g., restriction of the set of permis-
sible parameters, lead to ill-posed and biased results. In the case of FEM-BV and FEM-HI1,
we include the assumption of the time persistency of model parameters introducing the finite
number of regimes (i.e., clusters) in which the model parameters are stationary. The switching
between those regimes is realized by a hidden regime-switching process, which describes the
activity of each regime in a given time. For example, if we consider stationary Var-X model

(14) on each of the K regimes, then the corresponding optimization problem is formulated as

* * _ r 2 Qq) r 1
(67,17 = arg %’2}2;; wallze — (8, 005 + £°@r(T) (16)
where © = [Oy, ..., O] includes (unknown) parameters of local models on regimes and Iy, .

are model indicator functions defined in similar as in the case of K-means, i.e., I';; = 1 if
the time series in time ¢ is in k-th regime and and I';, ; = 0 otherwise. Regularization function
®r(T") with regularization parameter 2 > 0 enforces the time persistency of a regime-switching

process. In the case of FEM-BYV, we consider Bounded variation (BV) norm defined as
K T-1

= Tkest — Til

k=1 t=1
If we consider binary I then this value is equal to the number of switches between regimes and

the regularization by this function decreases the global number of switches in the solution. The



optimization problem (16) is solved using Algorithm 1, however, in this case the [' subproblem
is not separable due to non-separable regularization term and this problem of dimension KT’
has to be solved using linear programming algorithm. For extended details on the method see
[reference (30) in the main manuscript] .

It is straightforward to verify that the formulation of FEM-BV corresponds to (SPA) with
distance function defined as a local Euclidean distance between given data X (¢) and the local

value of model v

diste (X (1), (1)) :== | X (1) — ¥(t,0r(1))[*, Zrkt@k (17)

Similarly to the soft K-means clustering case considered in the Corollary 1 above, we can
relax the hard clustering property (i.e., the property that each data point is exclusively affiliated
to exactly one regime) considering Iy ; to be probability of affiliation of X (¢) to k-th regime.
Each I'. ; forms the discrete probability density vector of affiliation of X (¢) to regimes and a
corresponding feasible set is given by (2). To include the assumption of time persistency, one

can adopt the H1 half-norm

T-1

K
[) =Y ) (The1 — ko)’

k=1 t=1
to get the FEM-HI method, see [reference (30) in the main manuscript] . The problem is
solved by an Algorithm 1, the corresponding I' subproblem is non-separable convex quadratic
programming problem of size K'1T', see [L. PospiSil, P. Gagliardini, W. Sawyer, and 1. Horenko:
On a scalable nonparametric denoising of time series signals. Communications in Applied
Mathematics and Computational Science, 13:107138, 2018] .
Please notice that © depends linearly on variable I', the Var-X model depends linearly on
parameters O, and the distance function distg is convex in variable ¢. Summarizing these

properties we can state that distance function is convex in I' (see [S. Boyd and L. Vandenberghe:



Convex Optimization. Cambridge University Press, New York, 1st edition, 2004] for the list of
operations which preserve convexity). Using the Jensen’s inequality we get

_ ZHX(t) — NZ < ZZF’”HX ¥(t, 0|3 = Lrem(S,T)

t=1 k=1

This inequality holds also when we add any regularization ®-(I") to the both sides. Hence,
FEM-BYV and FEM-H1 algorithms produce only the upper estimation of the (SPA) optimization

problem with a corresponding choice of distance function and regularization. [

SPA in the Euclidean space

We suppose the data from real n-dimensional vector space X := R" and Euclidean distance

measure on X defined by

dists (X Z X () - STu(0)I3

For the simplicity, we compose the vectors into matrices
X :=[X(1),...,.X(D)] e R*", T':=[I'(t),...,[(T)] € RT 5 c R™E

and afterwards, the corresponding optimization problem (SPA) without regularization can be
written in a form

(5", 1] = arg min [|X — STJ7 (SPA,)
where F' denotes Frobenius norm and the feasible set is defined by

K
= {TeR" | vt=1,...TVk=1,.. ., K:» Tpy=1Tx >0} (I8)

k=1

Lemma 5. The solution of problem (SPAs) is always non-unique for any K > 1.

Proof. Let us consider an arbitrary solution [S*, I'*] and nonsingular matrix R € REK R £

Ik i such that RI' € Qp. Such a matrix always exists, e.g., we can consider a permutation



matrix which permutes the rows of I', i.e., the indexes of clusters. Since we can write

L(S",T") = | X = S°T*|[5 = [|IX = S*" BB} = L(S"R™, RI™)

=/

we can state that feasible [S*R™!, RT*| # [S*,T'*| has the same (minimal) function value and

therefore it also solves the problem.

Optimality conditions

[]

We define the Lagrange function [J. Nocedal and S. J. Wright: Numerical Optimization.

Springer, 2003] corresponding to optimization problem (SPA,) by

T K T K
LS, TN N) = [|X = ST|F+ ) AF (Z Tjs — 1) 3> A Tw
t=1 k=1

t=1 k=1

Here A\ ¢ RT are Lagrange multipliers corresponding to equality constraints defined by the

feasible set (18) and \! € RXT denotes the Lagrange multipliers corresponding to the non-

negativity bound constraints in (18).

The full system of Karush-Kuhn-Tucker (KKT) optimality conditions for this system will

be:
VsL(S, T, E N = —2XT7T 4 25TTT =0
ViL(S, T E M) = —28TX 4+287ST+(M\) @1 - A =0
Va LS, TN N = T, — 1 =0
VLS, T E M) = —T <0
M >0

Wkt AL Tk =0

(19)

(20)

1)

(22)

(23)

(24)



where 15 € R¥, 1, € RT denotes the vectors of ones. Equations (19) and (20) are first-order
optimality conditions, equation (21) and inequality (22) are constraints given by the definition of
the feasible set (18), inequality (23) preserves the non-negativity of inequality Lagrange mul-
tipliers, and equations (24) represent the so-called complementarity conditions for inequality

constraints.

The solution of S subproblem

Lemma 6 (The solution of S-problem). Let I' € Q) in problem (SPAy) be fixed. Then the

system of all solutions of optimization problem (SPAy) with respect to S is given by
S* = XT7 (FFT)+ + o RT, with parameter o € R™ (25)

where (ITT)+ € RE5K denotes the pseudoinverse (i.e., the matrix such that AATA = A,
ATAAT = AT, (AAT)T = AAY, and (AT A)T = AT A) of matrix TTT, R € RE" is a matrix

whose columns form the basis of the null space of T'?, i.e.
ImR = KerT'7? (26)
and r = dim Ker I'" denotes the nullity of matrix T'T.

Proof. Please notice that the objective function of (SPAs) in terms of variable S is continuously
differentiable convex matrix quadratic function. The necessary optimality condition of given
unconstrained optimization problem is given by (19). This system of linear equations with
multiple right-hand side vectors with symmetric positive semi-definite system matrix always

has a solution. If the system matrix is non-singular, then the unique solution is given by
S* = XrH(rrh-!

However, the non-singularity of system matrix I'T7 € R%¥ (and consequently, the existence of

inverse matrix) is not guaranteed - since Ker I'T? = KerI'? (see [A. J. Laub: Matrix Analysis



For Scientists And Engineers. Society for Industrial and Applied Mathematics, 2014] ) we
can see that if and only if I" has linearly independent rows, then matrix I'T?" is non-singular
(invertible). The system of all solutions is given by (25) where all solutions differ by the vector
from Ker I'T?, see [Z. Dostdl: Optimal Quadratic Programming Algorithms, with Applications

to Variational Inequalities. SOIA, 2009] . O

Next we deal with the eventual ill-posedness of the optimization problem (SPA;) in variable
S, or equivalently, with the ill-posedness of the system of linear equations (19). Deploying
Tykhonov-regularization, we reformulate the original (SPA) problem choosing the regulariza-

tion function
n K

Ps(5) = ﬁ DD (Sik = Sim)’ (27)

1=1 k1=1ko=1

and consider regularization parameter £% > 0. Please notice that the solution of the optimization
problem in term of variable S is independent on the choice of regularization function ®. The

following Lemma 8 proves that (27) guarantees the unique solvability of S-problem.

Lemma 7. The computational complexity of solving S subproblem in (SPA,) is O( K3+ KnT),

with the memory complexity of O(K? + nK).

Proof. The first step in solving the S subproblem is the assembly of the matrix I'T? and of the
matrix of the right hand-side vectors XT'7 in an equation (19). Let us remind that the complexity
of computing matrix-matrix multiplication of general (non-sparse) matrices A € R™™ and
B € R™P is O(nmp), therefore in our case, the overall complexity of assembling the problem is
O(TK?*)+O(nTK). The memory required to store these two new matrices is O(K?)+O(nK).
In general, the direct methods for solving a system of linear equation Az = b, A € R™™
have the complexity of order O(m?). Iterative methods, like Krylov subspace algorithms, are
based on the iterations where the computational complexity scaling in the leading order is dom-

inated by the multiplication with a system matrix A, which is of order O(m?). Number of



iterations needed for the convergence, when using a suitable preconditioner, is usually much
less than O(n). Therefore, the overall work for solving the system of linear equations is less
than O(m?). In general, numerical linear algebra algorithms for this purpose are using the aux-
iliary vectors of dimension R™, whose number is independent on the dimension of the problem.
Therefore, the amount of additional memory used for solving the system of linear equations is
of the order O(m).

Applying these general results to S subproblem which consists of 7" linear systems of di-
mension K, we obtain the total computational complexity O(7T K*®) and a memory complexity
O(TK). Since the system matrix is the same for all subsystems, therefore one can compute
pseudoinverse and use (25) directly, which will lead to the total computational complexity of
O(n3) + O(K?T). In practial applications the computation of pseudoinverse is typically much
slower than solving the system of linear equations.

O

Corollary 3. In the case of K-means algorithm, the evaluation of analytical solution S* (11)
consists of computing two sums with the computational complexity O((n + K)T'). To compute

the sum, one has to use additional auxiliary vector of dimension O(K).

Lemma 8 (S-problem with regularization). Let I' € Qr in problem (SPA,) with additional
regularization function (27) be fixed. Then for any £% > 0 the problem with respect to S has a

unique solution given by

2
2e%

S*=Xr"H ' H =177+ —_——5
s TORE - 1)

€s

(KIkx — 1k k) (28)

where I i € R&K s identity matrix and 1 KK € R&K is a matrix full of ones. Moreover,

spectrum of the regularized Hessian matrix H. is bounded by

Auin(Heg) > min { £, 255 } (29)
< 2
)\maX(HES) < HFFT”Q + n(QKs—l)



Proof. The gradient of the original objective function L in (SPA;) without regularization is
given by the left-hand side of (19). Let us focus on the gradient of regularization function

whose components are given by (forevery i € {1,... ,n}, k€ {l,...,K})

K K
VOs(S)is = gy (3 26— Su) — 3 S, - 500
ko=1

ki=1

K
= nK(?(—l) <2K5i,k -2 Si,kl) = m (KSik—Si1k)

ki=1
where 1 € R is a column vector of ones. It is easy to see that the whole gradient can be

written as
4

Vs(S) = nK(K —1)

(KS — Slkk)

and therefore the necessary optimality condition of the regularized problem is given by the
solution of a regularized linear system of equations

2
2eyg

—oXxrT 4o (1t 4+ ——5
+S< TR =)

(KIK,K—ILK,K)) =0 (30)

It remains to show that the system matrix is non-singular for any £% > 0 and therefore we will
be able to multiply the whole equation with the matrix inverse to obtain a unique solution.
Please notice that the matrix Gg := Kl x — 1k k is a Laplacian matrix of the complete
graph on K nodes. The spectrum is composed from one zero eigenvalue with corresponding
eigenvector full of ones (i.e., Ker G = span{1l}), and eigenvalues of value K with multi-
plicity K — 1, see [F. R. K. Chung: Spectral Graph Theory. American Mathematical Society,
1997] .

2
2eyg

RS 0. For any non-zero y € R¥ we can

For the simplicity, let us denote ¢ :=

differentiate two cases
o ify ¢ Ker G then y" Gy = KyTy and

y" (TT" +éGk) y =y ITT y+éy " Gry > éKy"y > 0 (31)
N—— N——

=0 =KyTy



o if y € Ker Gx = span{lk} then there exists a non-zero € R such that the non-zero
y can be written as y = al. Using the equality constraints of the feasible set Qr (18)

written in a form I'71 x = 1, we can state that

T T
y' Ty = @’ L TT e = o®17ly = o°T = —a®Ip e = —=y'y > 0

and consequently

T
y" (T +éGk)y =y ITT y+ey" Gy = —y"y > 0 (32)
T 0 K

==yTy =

This proves that y (I'T? + éG )y > 0 for any y # 0, i.e., that the system matrix in (30) is
symmetric positive definite and therefore there exists a unique solution of this system given by
(28). This also proves that the original objective function of a problem (SPA,) with a regular-
ization (27) for any fixed €% > 0 is strictly convex and the optimization problem with bounded
closed convex feasible set (18) has a unique minimizer. Since for any symmetric matrix and
any non-zero y it holds that y” Ay > A\nin(A)y’y, we can combine (31) and (32) to prove the
lower bound estimate in (29). To prove the upper bound estimate, one can use a property of the

norm and the eigenvalues of a complete graph Laplace matrix

R 2e2
o = ||ITTT + E(KIkk — 1k k)2 < ITTT ||y + - S

||H€ m

sl
O

Lemma 9 (Uniqueness of reconstruction with fixed I'). Ler [S™*, ™| and [S**,T%*| be two
solutions of (SPA,) for given data X. Let us denote the appropriate reconstructions by X ™ :=

Sl*rl* and Xrec2 = SZ*FQ*. Ifl“l* — FQ* then Xrecl — Xrec2.

Proof. From the optimality conditions, S** and S** solves (SPA,) with fixed I" := I''* = I'**,

All solutions of corresponding QP differ by a vector from kernel of Hessian matrix (see [Z.



Dostél: Optimal Quadratic Programming Algorithms, with Applications to Variational Inequal-
ities. SOIA, 2009] , [L. Pospisil, P. Gagliardini, W. Sawyer, and I. Horenko: On a scalable
nonparametric denoising of time series signals. Communications in Applied Mathematics and

Computational Science, 13:107138, 2018] , and (25)) and using Lemma 21 we get

Xrecl _ XrecQ — (Sl* _ 82*) =0
————
cKerITT=Ker I'T

O
Lemma 10 (Derivative of a solution with fixed the I'). Let I' € Qr in a problem (SPAs) with
an additional regularization function (27) be fixed and let S*(X) be a solution (28) for any X.
Then, forany j =1,....nandt=1,...,T

9S*(X)
90X,

1 1
< < (33)

) = i

2

where Amin(H,

<5 ) is the smallest eigenvalue of the regularized Hessian matrix H.,, given by

(28) and further estimated using (29).

Proof. We use the Fréchet-derivative definition

05"(X) _ . S'(X+dey) = S'(X) SN +0e;) = 5°(X)
an,t 6—0 5||€j,t||2 0—0 5

where ¢, € R™7 is a standard basis vector with elements defined by

i=1,....n,7=1,...,T: [ej,t]i; _{ 1, le:jandT:t,

0, elsewhere.

Using the solution (28), the norm of this Fréchet-derivative can be estimated as

05*(X S*(X +de;y) — (X 0lle I“TH1
(X) ~ lim |15™(X + dejy) (X, — lim H gt HQ _ Heﬂt H!
where e; € R"™ is a vector of the standard unit orthonormal basis and ~, := I'.;. Using the

properties of the norm, we can further estimate

1
e B, < eslallvelle | HZl, < NH, = Am(HE) = 35—



Corollary 4. In the case of K-means, the indicator functions I' are binary and

Ny T
Hy=TT7 = ERMN Ny =) Ty,
NK t=1

where Ny, > 0 denotes the number of points affiliated to k-th cluster. The eigenvalues of diago-
nal matrix Hy are equal to the values on the diagonal, therefore upper estimation (33) depends
only on the inverse value of the smallest cluster size; it is independent on both of the data size

and the number of clusters.

The solution of [' subproblem

In this Section, we suppose that in the optimization problem (SPA,) the variable S is fixed
and it remains to solve the problem in a variable I' only (the second optimization problem of
Algorithm 1). In this case, the objective function is additivelly separable and it can be written
in the form of separable Quadratic Programming (QP) problems with linear equality and bound

constraints.

Lemma 11. The solution of (SPAy) with fixed S' is equivalent to the solution of T" independent
QP problems

1
v, = arg %bn§7TA7 —bly, Q,={yeR*|By=cy>0} (34)
Y v

where
A:=25TS b := 8Tz, B:=1%, c:=1

X = [.CL'l,...,QfT] e R»T

and the original solution of (SPAs) can be composed as

I :=[i,...,7) € R



Proof. From the definition of Frobenius norm and matrix-matrix multiplication we have

T T
| X — ST|% = Zl lze = Svwll3 = 3 (af @ — 227 Sy + 7 ST Sn)
t=

t=1
T
x Zl 371 (2878 )y — (STw) "y
t=
Moreover, it is easy to check that the composition of (2, for all 7;,¢ = 1,...,T forms the
original feasible set 2r (see (2) and (3)). Then using Lemma 4 the problem can be rewritten as

the solution of the separated subproblems. ]

From the computational point of view, the ['-problem is more challenging since one has
to deal with optimization problems on the fasible set described by the combination of linear
equality constraints and bound constraints. In the case of QP (34), the subproblems can be
solved by the Interior-Point methods or by the Augumented Lagrangian methods combined with
Active-set approach [J. Nocedal and S. J. Wright: Numerical Optimization. Springer, 2003]
, [Z. Dostal: Optimal Quadratic Programming Algorithms, with Applications to Variational
Inequalities. SOIA, 2009] . In our implementation we use the fact that the feasible set (2 is
the simplex of size K. Since the objective function is continuously differentiable, then one
can use Projected Gradient Descent methods, for example Spectral projected gradient method
for QP [E. G. Birgin, J. M. Martinez, and M. M. Raydan: Nonmonotone spectral projected
gradient methods on convex sets. SIAM Journal on Optimization, 10:11961211, 2000] , [L.
Pospisil, P. Gagliardini, W. Sawyer, and 1. Horenko: On a scalable nonparametric denoising
of time series signals. Communications in Applied Mathematics and Computational Science,

13:107138, 2018] .

Lemma 12. The computational complexity of decreasing the objective function in I for a fixed

Ain (SPAy) is O(nK? + nKT + TK?), with a memory complexity of O(K? + KT).

Proof. The complexity of assembling this QP problem is given by the complexity of a matrix-

matrix multiplications S7.S and ST X, which is O(nK? + nKT). These objects require a



memory of the order O(K? + KT).

The number of iterations required for solving this QP problem on convex sets depends on
the spectral properties of its Hessian matrix [Z. Dostal: Optimal Quadratic Programming Al-
gorithms, with Applications to Variational Inequalities. SOIA, 2009] . Let us focus on one
iteration, which will decrease the value of an objective function (34). Such a decrease can be

obtained using a projected gradient descend step

Y =Py (7" = aVf(4h) (35)

with a step-length @ € (0, || A||~!). Decrease of the function value for a convex QP on a general
closed convex set has been proven in [Z. Dostal: On the decrease of a quadratic function
along the projected-gradient path. ETNA, 2008] and [L. PospiSil and Z. Dostal: The projected
Barzilai-Borwein method with fall-back for strictly convex QCQP problems with separable
constraints. Mathematics and Computers in Simulation, 145:7989, 2018] .

The computational complexity of computing the gradient in (35) is O(K?) because of the
Hessian matrix multiplication. Computational iteration complexity of the projection onto a
simplex is of order O(K?), see [Y. Chen and X. Ye: Projection onto a simplex. Unpublished
manuscript, arXiv:1101.6081, 2011] . Since the step has to be performed for all ~,, the overal
complexity is O(T'K?). The step for each 7; requires auxiliary vectors of additional memory

O(K), therefore a computation of the whole I" takes additional O(KT") of memory. O

Corollary 5. In the case of K-means algorithm, the evaluation of analytical solution I'* (11)
consists of evaluation of local error and finding the maxima for all data points. The computa-

tional complexity is O(nKT) and the size of auxiliary vectors is O(KT).

Lemma 13. The computational complexity of one iteration of (SPAs) is O(nKT +(n+T)K?+

K3), with a memory complexity of O(K? + (n + T)K).

Proof. The Lemma is a direct combination of Lemma 7 and Lemma 12. O



Corollary 6. The complexity of one iteration of K-means algorithm can be obtained combining
Corollary 3 and Corollary 5. The computational complexity is O(nKT + (n + K)T) and the
memory complexity O( KT+ K +n). In practical big data applications the dimension n and the
statistics size T are much larger then the discretisation dimension K. It means that in such sit-
uations both K-means and SPA will have the same leading order of the computational iteration
complexity O(nkT) and the same leading order of the required memory in T, being O(KT). In
contrast, spectral clustering methods (like LSD, PCCA+) and density-based clustering meth-
ods (like DBSCAN and “mean shift”) will have the leading order in both the computational

complexity and in the required memory scaling ranging between O(T log(T)) and O(T?).

Lemma 14. Let S € R™*¥ be fixed. Function v* : R" — Q. defined as
*(x) := arg min ||z — Sv||>
() = axg min o = S/

is a continuous piecewise linear function.

Proof. Let us consider arbitrary x1, 2o, € R™ and corresponding v; := 7*(1),72 := v*(x2).
Since both of these values solve the optimization problem, there exist appropriate Lagrange
multipliers A, AP A\ AE such that the KKT optimality conditions (20), (21), (22), (23), (24)

are satisfied in the form

—28T2, + 2578y, + A lg — A =0 (36)
Wik =1 (37)

Y Ap 20 (38)

Vk A etk =0 (39)

for both of the given ¢ € {1,2}. Let us consider parameter « € [0, 1], build a convex combina-



tion of equations (36) and get

— 2572, 4+ 2578y, + NP1 — M =0 (40)
where we denoted
To = (1 =)z + axy
Yo = (I—a)n+ay
(41)
M= (T—a)\P +aN
Moo= (1—a)M +a)M]

It is easy to see that (40) can be considered as the first KKT optimality condition for any z,
which lies on the line connecting x1, 2. In this case, the solution vy, = 7*(z,) of the cor-
responding optimization problem can be built as a linear combination of vy, v2 with the same
coeficient. The conditions (37) and (38) for v, are also satisified since the feasible set €, is
convex (and every convex combination of points inside the convex set is also in this set) and/or
one can directly check that for any o € [0, 1]

VWlg =1 —a)y lxk+ay lg =1
=1 =1
=1l —-—a)r+ay >0
ta={Zomten

>0 >0
M=0-a)M+ar >0
N N~
>0 >0

The reason why the function 7* is not linear for general x, x5 is the complementarity con-

dition. If we substitute (41) into (39) for a, we obtain

vk MG {a e = a(l = a) ({MI{rede + {0 {n}r) =0
Since (38) and (39) such a condition is satisfied for all « € [0, 1] if and only if for all &
A ={A} =0 andlor {yi}x = {r2}r =0

The line connecting 1, x5 can be splitted into the segments which satisfied these conditions and

therefore the function ~* is piecewise linear. O]



Corollary 7. Let S be fixed and let us define a function
X™(X) = ST (X), where I'"(X) := arg min|| X — ST||r
r TreQr

It is easy to see that this function linearly depends on I'*(X) and since this separable function

is composed from linear functions (see Lemma 14) the derivative

aXI‘eC
0X

is a piecewise constant function.

Lemma 15. Let K = 2, S € R™2, 2 € R" be given. Then the optimization problem

v*:=arg minL(y), L(y):= |z — 7|3
0 YEQ,

Q, ={yeR | n+r=1m,7%>0}

has a solution

-8 S—S> <$—8131—SQ>
*_ [P Oé,P a T,O{:<x 2, M1 2,Oé:— ’ (42)
7= Pt Foaeal s o0 =g g 2 = = s sy
where Py () is a projection of a € R onto interval [0, 1] given by
Py (@) := arg min (o — §)* = max{0, min{1, a}} (43)

3 Bel01]
Proof. Let us denote the columns of matrix S = [S}, S3]. The KKT optimality conditions (20),

(21), (22), (23), (24) form the system

—Q{SlT]$—I—2[<SI’Sl> 151, 52) }%L{AE ] —{Ah} =0 (44)

Sy (S2,51)  (S2,52) AE AL
Mmtr=1 (45)
’717727>‘I17>‘12 >0 (46)

)\1171 = )\1272 =0 (47)



Using the equality (45), we can eliminate variable 7, = 1 — 73 in (44). Additionally, we can

substract the equations and after some manipulations we obtain

AL — AL

—(x — 52,51 — S2) + 11 (S1 — 52,51 — S2) — 5

=0

Using the notation (42) for a;; and including the remaining KKT conditions (46) and (47), we

end up with the equivalent system

AL — A
M=o+ T 0SS L A AL 20, A = A1) =0 (48)

The same system of equations and inequalities can be obtained as KKT system of projection

optimization problem (43); here the Lagrange function is given by
L(B,A) =a®=2af+ = A, — A, (1= B)

and the KKT optimality conditions can be derived and modified as

Ay — Al

’ (49)
0 S 6* S 17 )\117)\12 2 07 /\11/8* = )\12(1 _/8*> = O

g—gZ—QOé—i-ZB—)\[Q—F)\[l =0 = [r=a-—
We see that if we denote the output of projection as v{ = 8* = P 1j(aq) (like in the presented
solution (42)) then systems (49) and (48) are the same.

The similar process can be performed to obtain ~;, however, in this case, we use y; = 1 —»

to eliminate variable in (44). L]

Lemma 16 (Uniqueness of reconstruction with fixed S). Let [S™, T*] and [S*,T?*] be two
solutions of (SPA») for given data X. Let us denote the appropriate reconstructions by X ! :=

Sl*rl* and XrecQ pp— SQ*FZ*. IfSl* — S2* then Xrecl — Xrec2.

Proof. From the optimality conditions, I''* and I'** solves (SPA,) with fixed S := S'* = S%.
All solutions of corresponding QP for every ¢t = 1, ..., T differ by a vector from kernel of Hes-

sian matrix (see [Z. Dostal: Optimal Quadratic Programming Algorithms, with Applications to



Variational Inequalities. SOIA, 2009] ) and using Lemma 21 we get

Xrecl . Xrec2 =9 (7151* . 7132*) =0
———
€Ker ST S=Ker S

]

Computing optimal discretisations for Bayesian and Marko-
vian models

Theorem 2. Let x; € R™ and y; € R™ be two time series of length T, X = [x1,...,z7] €

R*TY = [y, ...,yr] € R™T. The solution of (SPAy) in the form

[S*,T*] = arg min || X, — S.T.||% (50)
ST Tz€Qr
with
| Y | SyA
o[ 5] s [%) s

and ¢ > 0 is equivalent to the solution of (SPAs) problems

Sy, 7] == arg min || X — S, I, ||F (52)
Sy, Pa€lr
[S;, 1] == Szzrlgy FIynngFHY S,0,11% (53)

in Tikhonov-sense with regularization parameter € and A € R*T is left-stochastic matrix of

conditional probabilities such that the discrete Bayesian and Markovian model equations
Iy = Al (54)
are satisfied.

Proof. The combination of problems (52) and (53) into one optimization problem using Tikhonov-
based approach is given by
(55,15, 55, T3] = arg | min [V — S,y [[7 + €| X — ST (55)

Su.Ta, Iy, I'yeQ
Sy Ty



where ¢ > 0 is a Tykhonov-regularisation parameter, controlling the relative importance of the
X-discretisation problem with respect to the Y-discretisation problem. Substituting (54) into

(55) and using the properties of Frobenius norm, we can write the objective function in form

2
Y T_TsA ],
» eX eS, *

Getting use of (51) we can reformulate optimization problem (55) into form (50). O

2

Y S, I
B 2 o 2 _ _ Y-y
1Y — S,Ty |12 + el X — SoT.||% H [ % } [ eS.T, }

F

Sensitivity and feature selection with SPA in the Euclidean
space

Lemma 17. Let S € R™¥ be given. We consider x € R" and its small perturbation x+d € R".

Let us denote vy and v}, ; the optimal probabilistic discretisations of x and x + d with respect

to S, ie.,
v = arg minLy(y), Li(v) = |lz = Svl3
v 7€ , (56)
Yora = argminlera(y),  Lawa(y) = Iz +d) =Sl
Y Y
K
and 2, = {y € RX : 3" 4, =1 A v > 0} is a feasible set. Then
k=1
1Visa = v2llgrs < (. S(via — 72)) (57)

where ||v||grs = /(STSv,v) is a seminorm on RY induced by the scalar product with a

symmetric positive semidefinite matrix ST S.

Proof. Using Lemma 22 we state that the point 7* is a solution of optimization problem if and

only if
(VL:(72), 7 —72) 20 Vv €Q, (58)

<VLa:+d(’7:+d)v Y= /y;+d> >0 V’V € QV (59)



Since the feasible set is the same for both of optimization problems and consequently v, v, ; €

€1, we can choose v = ;. ,in (58) and v = v} in (59). We get

(VL:(%2) Yepa—72) = 0
<VL$+d(7>xk+d)7 ’Y; - 7;+d> 2 0
and the sum of these inequalities gives us
(VLo(72) = Vietra(Vaya)s Yeva — Vz) =0 (60)

The gradient of the continuously differentiable objective functions can be computed as
VL, (v)=—-25"2+25"Sy, VL,qly)=—-25"(z+d)+25"Sy
and substituted into (60) to get
(STd — STS(Vysa = 72)s Vasa = Va) 20
Using the properties of a scalar product, we can rewrite this inequality as (57). ]

Corollary 8. Let us consider an arbitrary point x € R™ and its perturbation in j-th feature

Lo ifi=y,
x, =+ hej, {e;}; ::{ 0 ifid]

rec
T

rec
Th

Let us denote a so-called reconstruction of these points by '’ := Sv, and x};° := S~;, . Since

the seminorm on the left hand-side of (57) is non-negative, we get using simple subtitution
0 < (hej, S(voq = 72)) = h ({ai s —{a5}) = (@ by — {zady) ({2l — {22))

We can conclude that the sign of the feature change in the data is the same as the sign of the

feature change in corresponding reconstructions.

Corollary 9. Using Cauchy-Bunyakovsky-Schwarz inequality we can further estimate (57) to

form

1sa = v2llsrs < {d SO — 7)) < lldll-Ivia = Villsrs



and therefore

1Yot = allsts < [ld]
or using the notation for x**¢

rec rec

|l = 2 | <l = | (61)

T T2
forany x1, x5 € R™.
The original optimization problem can then be rewritten as a projection problem to the set

of all possible reconstructed points (... C R"
v* = arg min||z — S7||, 2" = Sv*
0 VEQy

0

prec — PQreC<m) = arg ymin ||:13 — y”7 Qe 1= {57,7 S Qﬂ/}
Y

rec

In such a case the projection will always be a non-expansive operator, i.e.,

Vay,z2 € R ¢ || Po.. (1) = Po.(%2)[] < [l21 — 22

Additionally, the distance between any x1*,z5°

€ Q. can be bounded by the largest
distance in the feasible set. In the case of the polytope ()., the largest distance is given by

the largest distance between the vertices stored in columns of matrix S, i.e.,

7% — 3 [l2 < max [[Sy, — Siyl2 (62)
1

)

Theorem 3. For a sufficiently large T, let [S*,T'*| denote the solution of (SPA,) for X € R™T,
Let X*°(X) := S*(X)I™*(X) denote a reconstruction of the optimal discrete approximation of

a data X. Then for any dimension 7 = 1,... ,nand foranyt = 1,...,T it holds that

1.) if K = 2 then

|z < J5m sl o
8Xj7t 2 ||S:,1 - S:,2||2
2.) if K > 2 then
aXreC:’t
<1 (64)
H anvt 2




Proof. Using the chain rule we get

OXI OSH(X)T:(X)  9S'T7,(X)9S*(X) N OS*(X)Ir, 07 (X)
0X;: 0X; 05 X, o, 0X;

The first term represents the derivate of the recontruction with fixed I'*. We already proved
in Lemma 10 that the upper estimation of the norm of this derivative depends on the smallest
eigenvalue of matrix I'T'’. We will assume that T is sufficiently large in a such way that the
smallest eigenvalue is sufficiently large and therefore this norm is sufficiently small. In this
case, the norm of a derivative depends only on the second term of the above expression, i.e., we

approximate
o7 (X))

S*
0X;4

‘ ‘ aXI‘GC

’ H@S*( ), 0T (X)
Xt o

ars, X,

2 ‘ 2

This value represents the norm of a derivative of a reconstruction with fixed S, therefore in the

following proof we will suppose that S* is fixed.

1.) In the case of K = 2, we can use an analytical solution of v*(x;) := I'/;(X') provided by

the Lemma 15. Since (for given S = [S.1,S. 5] € R™? and for any =, € R™)

0, ifa; <0 0, ifas <0
() =< 1, ifoy >1 |, (x) =< 1, ifag > 1
Qq, elsewhere Qo, elsewhere

the derivatives are given by

MNi(z) [0, ifay <Ooray >1, Ovs(x) [0, if g < Oorag > 1,
0X;4 o %’ elsewhere, 0X ;4 o 8%?2 , elsewhere,
) Js ) Jit
(65)
where
ooy 0 ((wt75:2,8f175i2)> 83—,
OXje — OXj [EREEiH IR EREE P
dos  _ 0 <_<xt—3j17s;j1—s:f2>> _ S-Sk (66)
an,i 8Xj,t HS;H*S:*,zH% ||S:*,1*S;*,2||§
From (65), (66), and since a; + s = 1 we can easily conclude that
Oiw) _ Os(ae) Oi(@) | _ |9i(z) 67)
8Xj,t 8Xj7t ’ an7t - an7t




Using the linearity of derivative, the partial derivative of reconstruction X5 can be com-

puted as
X1y _ O () g+ Oy*(xe) _ O7i(x) g 05 (x4) g
0X;4 0X;4 0X; s 0Xj: b 0Xj, 2
—— N~——" M cRn " cRn
cRn GRK eR eR
and using (67) we get
oxe ||? (@) ox | O g NEOIE
Haxyi 9 - 1:1 a}(]z 7,1 + aAQX + Sz 2) 7; [( _S ) 83(37,5 ]
- 155, - S5l )2 (S, -57,)2
S [ - —S72)” (Hs:il A 157, =553
=[S’ Sfle\z

2.) From a definition of the Fréchet-derivative we have
a X 4.t h—>0 h

where X9, is reconstruction of point X, ; defined as X.; with perturbated j-th feature,

1.e.,
Xoon = Xt + he;, {e;} = { (1) L b i
Since the reconstruction X e is continuous function of X. ;, we can write
The inner norm can be estimated using (61) to get
hm —HXr - X5 < hm HX in— Xolls=1

O

Corollary 10. The previous Lemma motivates for using the regularization of S-problem (27).
In the case of K = 2, such a regularization minimizes the norm of derivative (63). In the case
of general K, this regularization modifies the resulting polytope generated by S* in a such way

that this polytope is distinguishing between the features of reconstructed data, see (62).



Corollary 11. Please, notice that the dependence of reconstruction of X" on data X is linear
and the respective derivative is piecewise constant, see Corollary after Lemma 14. In practice,

we can estimate the derivative in (64) using forward finite difference to obtain

1G)= 7

Due to discontinuities in derivatives, such a method is exact for sufficiently small step h.
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DX
0X;,

T
1 rec rec
~ s O IX @+ hey) = X7
t=1
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Fig. S1. Distributed solution of I" problem. If objective function in (SPA), (SPA>) is addi-
tively separable in ¢ then the solution of optimization problem with fixed S can be composed
as a solution of individual problems (see Lemma 4 and Lemma 11). In such a case, we can dis-
tribute 7" independent problems into several computation nodes such that the each node solves
its own subset of problems. This local computation can be be performed by local CPU cores
and/or using GPU cores, where (again) each core solves its individual subset of local optimiza-
tion problems. Additionally, if we distribute the data of the problem in the same way, then
each computational resource will have an access to its own local part of memory, without any
additional communication.
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Fig. S2. Comparison of different measures. (a) computational cost, (b) discretization
quality and (c) parallelizability for (SPA;) (blue surfaces), K-means clustering (dark-green),
Nonnegative Matrix Factorisation (in its probabilistic variant called Left-Stochastic Decom-
position (LSD), magenta surfaces) and the Self-Organising Maps (SOM, a special form of
unsupervised neuronal networks used for discretization, orange surfaces). For every combi-
nation of data dimension n and the data statistics length 7', methods are applied to 50 same
randomly-generated data sets and the results in each of the curves represent averages over
these 50 problems. Parallel speed-up in (c) is measured as the ratio of the average times
time(GPU)/time(CPU) needed to reach the same relative tolerance threshold of 10~° on a single
Graphics Processing Unit (GPU, ASUS TURBO-GTX1080TI-11G, with 3584 CUDA cores)
for time(GPU) versus a single CPU core (Intel Core 19-7900X CPU) for time(CPU). MATLAB
script Figl reproduce.m reproducing these results is available for open access in the repository
SPA at https://github.com/SusanneGerber.


https://github.com/SusanneGerber
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(d) molecular dynamics simulation of 10-
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Fig. S3. Comparison of one time-step predictions for a combination of SPA with Markov
models (based on applications of the Theorem 2, blue lines) to the one-time-step predictions

obtained by the standard prediction methods. The combination of SPA with Markov models is

the only prediction scheme that outperforms the persistent prediction (i.e., when the next state

is predicted to be the same as the current one) for all of the considered systems.



APPENDIX

Definition 1. We say that point x* is a minimizer of function f on given feasible set (), written
as

* .
= aig glelsrzlf(m)

if (and only if) all points from the feasible set have larger or equal function value than f(z*),
ie.,

Ve e Q: f(z¥) < f(z)

Lemma 18. Let X € R*" a,x € R",b € R", A = AT € R*". Then

da’ Xb s OTXTXb r  0xTa OxT Ax
ox ab, ox 2X06", or ox

= 2Ax

Lemma 19. Letn, K,T € Nand A ¢ R*", B € RXT, Then

T
> A(B,)" = AB" e RM¥

t=1

Proof. From the definition of matrix-vector multiplication, the components of the result on

left-hand side of the equation can be written in form (forevery i € {1,... ,n},j5 € {1,...,K})

T

> A(BY)"

t=1

T

= Z Ai’t(Bj’t)T = <Ai,:7 Bj,:> = Ai,i(Bjﬂ)T

iy =l

which is a value of the corresponding matrix component on right-hand side of the equation. [
Lemma 20. (of four fundamental subspaces): for any B € R™™ it holds
KerB L ImB?Y, ImB 1 KerB?
Ker BUIm BT =R™, ImBUKer BT =R"

Proof. See [A.]. Laub: Matrix Analysis For Scientists And Engineers. Society for Industrial

and Applied Mathematics, 2014] . O



Lemma 21. Letn, K,T € Nand A ¢ R*", B € RET. Then

Ker AAT = Ker AT c R (68)

Ker B C Ker AB C R¥ (69)
Proof. To prove (68), it is necessary to show that
VeeR": AATz=0 & ATA=0

(«=) Let us consider z € R™ such that A7z = 0. Then AAT2 = A A"z = 0 (this also proves

=0
(69))
(=) Letus consider z € R™ such that AA”z = 0. Using smart zero, we can write
0=2a2"0=2a2"AATz = || ATz|?

The norm of the vector is equal to zero if and only if the vector is equal to zero, therefore

ATy = 0.
L]

Lemma 22. Let f : R" — R be a continuously differentiable convex function and let () C R"

be closed convex set. Then x* € () is a solution of optimization problem

* — :
v = alg min f(z)

if and only if
VeeQ:(Vf(z),z—2") >0

Proof. See [S.Boyd and L. Vandenberghe: Convex Optimization. Cambridge University Press,
New York, 1st edition, 2004] . O
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