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S1 Electrophysiology solutions
The compositions of all the electrophysiology solutions, including both the external solutions (bath solutions) and the internal
solution (equivalent to the pipette solution in manual patch clamp), are shown in Table S1. External solutions were added in
the following order: first ‘fill chip’ solution to the measurement chip, and the suspended hERG cells, then the ‘seal enhancer’
solution for enhancing the seal by forming CaF crystal around the cells (note they have extra high concentration of Ca+, so we
need to reduce/dilute it later), followed by adding the extracellular ‘reference’ solution for Ca+ dilution. All the voltage clamp
measurements were performed after adding all these external solutions.

The solutions were added sequentially to the wells, by removing half of the previous solutions from the wells each time.
Therefore, the final ratios of the external (extracellular) solution are 1:1:2 — proportions of 0.25 of the ‘Fill Chip’ concentrations,
0.25 of the ‘Seal Enhancer’ concentrations, and 0.5 of the ‘Reference’ concentrations, as shown in the ‘Final Extracellular’
solution in Table S1.

Solution Intracellular Fill Chip Seal Enhancer Reference Final Extracellular
pH value (titrated with) pH 7.2 (KOH) pH 7.4 (NaOH) pH 7.4 (HCl) pH 7.4 (HCl)

Osmolarity [mOsm] 260-300 300-330 290-330 290-330

Chemicals Source / Cat# [ ] in mM [ ] in mM [ ] in mM [ ] in mM [ ] in mM

NaCl Merck / K38447104807 10 150 80 80 97.5
KCl Merck / K36782536 10 4 4 4 4
KF Acros Organics / 201352500 100 — — — —
MgCl2 Merck / A914133908 — 1 1 1 1
CaCl2 Acros Organics/ 349615000 — 1.2 5 1 2.05
HEPES Applichem A1069 10 10 10 10 10
Glucose Fluka / 49159 — 5 5 5 5
NMDG Fluka 66930 — — 60 40 35
EGTA Fluka / 03778 20 — — — —
Sorbitol Sigma / S1876 — — — 40 20

Table S1. Electrophysiology solutions for hERG assay on the Nanion SyncroPatch 384PE machine, all solutions are sterile
filtered. All hERG cells were suspended in 1/3 Extracellular Fill Chip Solution + 2/3 Hanks’ Balanced Salt Solution (HBSS).

S2 Recording techniques
All experiments were performed with Nanion SyncroPatch 384PE machine with software PatchControl384PE (v. 1.5.6 Build 22)
and current traces data were exported using their complementary software DataControl384 (v. 1.5.0 Customer Release). The
machine comes with a measurement chip consists of 364 wells, with 16 rows by 24 columns.

http://www.nanion.de/en/products/syncropatch-384pe.html


S3 Maximum conductance Estimation
Figure S1 shows an illustration of the estimation of maximum conductance value. The estimation is done by extrapolating the
negative tail current (blue), after the first 40 mV to −120 mV step, back to the time the voltage step occurred (green vertical
dashed line). The extrapolation is done by fitting a single exponential function (orange dashed line) to the tail current. The
estimated value is indicated by the black cross. The absolute value is used as the normalisation constant of the current. Note
that this value is only used for normalising plots and comparing between cells/temperatures (as the channel is close to fully
active (a≈ 1) at this time point at all temperatures). The value is not used in the mathematical model fitting/validation for an
individual well.

0 2 4 6 8 10 12 14 16
100

0

Vo
lta

ge
[m

V]

0 2 4 6 8 10 12 14 16
Time [s]

1000

0

1000

Cu
rre

nt
[p

A]

1.86 1.88 1.90 1.92 1.94 1.96 1.98 2.00
Time [s]

1500

1000

500

0

500

Cu
rre

nt
 [p

A]

Data
Fit
Est. value

Figure S1. An illustration of the estimation of the maximum conductance value (black cross). In the magnified plot, the
negative tail current (blue) after the first 40 mV to −120 mV step is extrapolated back to the time the voltage step occurred
(indicated by the green vertical dashed line). The extrapolation is done by fitting a single exponential function (orange dashed
line) to the tail current.

S4 Temperature-dependent fits and predictions
Figures S2, S3 and S4 show the model fitting and validation results for all recorded cells at 27, 30, and 33 ◦C respectively, under
the 9 different protocols. From (panel A) to (panel I): the staircase protocol, the activation current-voltage (I-V) protocol,
the steady-state inactivation I-V protocol, the hERG screening protocol, the DAD-like protocol, the EAD-like protocol, and
the cardiac action potential-like protocol at 0.5 Hz, 1 Hz and 2 Hz, respectively. All model predictions are compared against
the experimental recordings measured under the same protocols. We fitted the model to the staircase protocol (panel A) and
validated against the other 8 protocols (panels B–I). To compare the variability in hERG kinetics only, currents are normalised1

by scaling them to minimise the absolute difference between each trace and a reference trace.
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Figure S2. Normalised whole-cell patch-clamp voltage clamp recordings under 9 different protocols, and the model fitting
and validation results, at 27 ◦C. All currents are normalised by scaling them to minimise the absolute difference between each
trace and a reference trace. From (A) to (I): The results of the staircase protocol which is used as the calibration protocol, the
activation current-voltage (I-V) protocol, the steady-state inactivation I-V protocol, the hERG screening protocol, the DAD-like
protocol, the EAD-like protocol, and the cardiac action potential-like protocol at 0.5 Hz, 1 Hz and 2 Hz, respectively. All the
model calibration results and validation predictions are shown in the top panels (orange), and are compared against the
experimental recordings shown in the bottom panels (blue). Zoomed-in of the green shaded regions are shown underneath each
panel to reveal the details of the spikes, in which our models show extraordinary good predictions to the details. The
normalised current for all protocols are shown except for the activation I-V protocol and the steady-state inactivation I-V
protocol where the summary statistic I-V relationships are shown. Each cell is shown with a unique colour.
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Figure S3. Normalised whole-cell patch-clamp voltage clamp recordings under 9 different protocols, and the model fitting
and validation results, at 30 ◦C. All currents are normalised by scaling them to minimise the absolute difference between each
trace and a reference trace. From (A) to (I): The results of the staircase protocol which is used as the calibration protocol, the
activation current-voltage (I-V) protocol, the steady-state inactivation I-V protocol, the hERG screening protocol, the DAD-like
protocol, the EAD-like protocol, and the cardiac action potential-like protocol at 0.5 Hz, 1 Hz and 2 Hz, respectively. All the
model calibration results and validation predictions are shown in the top panels (orange), and are compared against the
experimental recordings shown in the bottom panels (blue). Zoomed-in of the green shaded regions are shown underneath each
panel to reveal the details of the spikes, in which our models show extraordinary good predictions to the details. The
normalised current for all protocols are shown except for the activation I-V protocol and the steady-state inactivation I-V
protocol where the summary statistic I-V relationships are shown. Each cell is shown with a unique colour.
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Figure S4. Normalised whole-cell patch-clamp voltage clamp recordings under 9 different protocols, and the model fitting
and validation results, at 33 ◦C. All currents are normalised by scaling them to minimise the absolute difference between each
trace and a reference trace. From (A) to (I): The results of the staircase protocol which is used as the calibration protocol, the
activation current-voltage (I-V) protocol, the steady-state inactivation I-V protocol, the hERG screening protocol, the DAD-like
protocol, the EAD-like protocol, and the cardiac action potential-like protocol at 0.5 Hz, 1 Hz and 2 Hz, respectively. All the
model calibration results and validation predictions are shown in the top panels (orange), and are compared against the
experimental recordings shown in the bottom panels (blue). Zoomed-in of the green shaded regions are shown underneath each
panel to reveal the details of the spikes, in which our models show extraordinary good predictions to the details. The
normalised current for all protocols are shown except for the activation I-V protocol and the steady-state inactivation I-V
protocol where the summary statistic I-V relationships are shown. Each cell is shown with a unique colour.
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S5 Main relative root mean square error (RRMSE) histograms
The relative root mean square error (RRMSE, defined in Eq. 25 in the main text) analysis and the resulting histograms for 27,
30, and 33 ◦C are shown in Figures S5, S6, and S7 respectively. Here only the 6 main protocols are shown, for the remaining 3
protocols, see Section S11. All the results demonstrate that our hERG models are good representations of the kinetics of the
cells at each corresponding temperature.
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Figure S5. The relative root mean square error (RRMSE, given by Eq. 25) histograms for all cells and for 6 protocols used at
27 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. The raw traces with the best, median
and 90th percentile RRMSE values, for both the model (red) and data (blue), are shown in the panels above, together with the
voltage protocol shown on top. Note that the currents are shown on different y-axis limits, to reveal the details of the traces.

7/21



Figure S6. The relative root mean square error (RRMSE, given by Eq. 25) histograms for all cells and for 6 protocols used at
30 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. The raw traces with the best, median
and 90th percentile RRMSE values, for both the model (red) and data (blue), are shown in the panels above, together with the
voltage protocol shown on top. Note that the currents are shown on different y-axis limits, to reveal the details of the traces.
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Figure S7. The relative root mean square error (RRMSE, given by Eq. 25) histograms for all cells and for 6 protocols used at
33 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. The raw traces with the best, median
and 90th percentile RRMSE values, for both the model (red) and data (blue), are shown in the panels above, together with the
voltage protocol shown on top. Note that the currents are shown on different y-axis limits, to reveal the details of the traces.
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S6 Temperature dependence of inferred model parameters
Figure S8 shows the inferred parameter values as a function of temperature. The results are shown in the Eyring plot form,
where ln(A/T ) and B are plotted against T−1. It shows the inferred distribution of the hyperparameter mean µ (Eq. 24 in the
main text) using the simplified pseudo-MwG at each temperature in a violin plot. In Figure S8, parameters p1, p3, p4, p5, p7, p8
show a linear trend as temperature increases, as predicted by Figure 1 in the main text; whereas parameters p2, p6 take a slightly
more complicated form.
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Figure S8. Model parameters plotted as a function of temperature in an Eyring plot: ln(A/T ) and B are plotted against T−1.
Here only the inferred distribution of the hyperparameter mean µ (Eq. 24 in the main text) using the simplified pseudo-MwG at
each temperature is shown. Model parameters show different degrees of temperature dependency. The conductance g does not
show a prominent change as temperature increases.

S7 Other methods for temperature-dependent models
Figure S9 shows the fitted Generalised Eyring relationship and the Q10 equation to the inferred parameters shown in Figure S8
(orange violin plot). The obtained Generalised Eyring fits are shown as green fan charts with the first three standard deviations
in green; the obtained Q10 fits are shown in red. The fitted parameters for the Generalised Eyring equation (Eq. 4 in the main
text) and the Q10 equation (Eq. 9 in the main text) are given in the bottom right tables, one set for each ki, i = 1,2,3,4.
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Figure S9. Fitting of Generalised Eyring equation and Q10 equation to the mean distribution µ inferred using the simplified
psuedo-MwG (orange violin plot). The obtained Generalised Eyring fits are shown as green fan charts with the first three
standard deviations in green; the obtained Q10 fits are shown in red. The fitted parameters for the Generalised Eyring and Q10
equations are shown in the bottom right tables, one set for each ki, i = 1,2,3,4. For comparison to typical Q10 values in
literature, where Q10 values are usually assumed to be around 2 to 3, we show the parameters prediction using Q10∈ [2,3] as
the grey shaded region.

S8 Simulating literature temperature dependence

Here we describe the procedure for reproducing the literature results of Vandenberg et al.2 (Figure 6) through model
simulations. These authors estimated the ‘open probability’ through experimental measurements. We use our directly fitted
hierarchical Bayesian models at 25 ◦C and 33 ◦C for simulation, and compare to their reported temperature induced changes
with measurements performed at 22 ◦C and 32 ◦C. The results are shown in Figure 10 and are discussed in the Discussion
section in the main text.

First, we simulate the voltage dependence of activation using the ‘isochronal tail current protocol’2: a holding potential
of −80 mV, followed by 30 s depolarising pulses to voltages from −80 to 40 mV, then 500 ms steps to −120 mV. The tail
currents during the −120 mV steps are recorded to construct the voltage dependence of activation curves shown in Figure S10.
Our results here are compared to Figure 3C in Vandenberg et al.2.

Second, we simulate the steady-state inactivation using the ‘double-pulse protocol’2: a holding potential of −80 mV,
followed by 1 s depolarising pulses to voltage 40 mV, then 500 ms steps to voltages in the range −120 to 40 mV. The peak
amplitude of the tail current is corrected using the method as described in Section S3, the same method used in Vandenberg
et al.2. These corrected current values are then converted to conductances by dividing by the electrochemical driving force
(V −EK). These are described as the steady-state inactivation curves2 and are shown in Figure S11. Our results here are
compared to Figure 5D in Vandenberg et al.2.

The product of the voltage dependence of activation (Figure S10) and the steady-state inactivation (Figure S11) gives the
‘open probability’ defined in Vandenberg et al.2 (Figure 6), which is shown in Figure 10 in the main text. Strictly speaking, this
‘open probability’ is not the open probability of the model (O = a · r), but an approximate of O from the simulation results
following simulation of the experimental protocols and a repeat of the analyses in Vandenberg et al.2 based on the simulated
currents.
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Figure S10. Voltage dependence of activation defined in Vandenberg et al.2 (Figure 3C). Left: Data reproduced from
Vandenberg et al.2 (Figure 3C). Right: The fan charts show the the 90th, 60th and 30th percentiles of the hierarchical Bayesian
model simulations, representing the experiment-experiment variability. Orange/red represents 32 ◦C to 33 ◦C, and blue
represents 22 ◦C to 25 ◦C.
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Figure S11. Steady-state inactivation defined in Vandenberg et al.2 (Figure 5D). Left: Data reproduced from Vandenberg et
al.2 (Figure 5D). Right: The fan charts show the the 90th, 60th and 30th percentiles of the hierarchical Bayesian model
simulations, representing the experiment-experiment variability. Orange/red represents 32 ◦C to 33 ◦C, and blue represents
22 ◦C to 25 ◦C.
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We also compare the temperature effect under action potential clamps. In Figure S12, we plot experimental data from
our high-throughput measurements on the left, and compare with the simulations under the protocol shown in Figure 1B of
Vandenberg et al.2. These figures show similar temperature effects due to increasing temperature from 25 ◦C (blue) to 33 ◦C
(red). The simulation on the right is comparable to that in Figure 1B of Vandenberg et al.2. We are able to reproduce the results
that are broadly consistent with Vandenberg et al.2.

Figure S12. Action potential clamp (left) data from our high-throughput measurements and (Right) simulations under the
protocol in Vandenberg et al.2 (Figure 1B). The fan charts show the the 30th, 60th and 90th percentiles of the data and the
hierarchical Bayesian model simulations, representing the experiment-experiment variability. Orange/red represents 32 ◦C to
33 ◦C, and blue represents 22 ◦C to 25 ◦C.

S9 Simulating literature Q10 estimation

Here we describe the procedure for reproducing the Q10 coefficients reported by Zhou et al.3 and Vandenberg et al.2 through
model simulations. We use our directly fitted hierarchical Bayesian models at 25 ◦C and 37 ◦C to compute Q10 coefficients by
simulating the experimental procedure that was used to derived the literature Q10 coefficients. The obtained Q10 are shown in
Table 1 and are discussed in the Discussion section in the main text.

Q10 coefficients in Zhou et al.3

We simulate a depolarising step from −80 mV (holding potential) to 0 mV for 5 s which followed by a repolarising step to
−50 mV for 5 s. The time constant, fitted with a single exponential, of the current during 0 mV is called the activation time
constant. The fitted time constant of the tail current during the −50 mV step is called the deactivation time constant.

We then simulate the ‘three-pulse protocol’3: a holding potential of −80 mV, a 200 ms depolarising step to 60 mV followed
by a repolarising step to −100 mV for 2 ms, then a step to voltage 0 mV for 200 ms. The fitted time constant of the current
during 0 mV is called the inactivation time constant. We finally simulate the two-pulse protocol3: a holding potential of
−80 mV, followed by a 200 ms depolarising step to 60 mV before a repolarising step to −50 mV for 200 ms. The fitted time
constant of the tail current rising phase during −50 mV is called the recovery (from inactivation) time constant.

Q10 coefficients in Vandenberg et al.2

We simulate the ‘envelope of tails protocol’2: a holding potential of −80 mV, followed by a depolarising step to 0 mV for
variable durations before stepping voltage to −50 mV for 500 ms. The peak amplitudes of the tail currents during the −50 mV
steps are plotted against the duration of the 0 mV step. The time constant, fitted with a single exponential function, of the peak
current-step duration curve is called the activation time constant.
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We then simulate the ‘triple pulse protocol’2: a holding potential of −80 mV, a 1 s depolarising step to 40 mV followed
by a repolarising step to −80 mV for 20 ms, then a step to voltage 40 mV for 100 ms, and finally a step to voltage −120 mV
for 200 ms. The fitted time constant of the current during the second 40 mV is called the inactivation time constant. Two time
constants τ1,τ2 are obtained by fitting a ‘double exponential’ function

fdouble exponential(t) = Aexp(−t/τ1)−Bexp(−t/τ2) , (S1)

with constants A,B, to the tail current during −120 mV. The time constant corresponding to the initial increase in inward
current is called the recovery (from inactivation) time constant; the time constant of the decrease in inward current is called the
deactivation time constant.

Computing mean and standard deviation of Q10 coefficients
We compare the results using mean and standard deviation, such that we can take the variability of experiments into account.
Instead of the time constant, we use its inverse, the rate constant κ , for further calculation. For each type of rate constant
(activation, deactivation, inactivation, and recovery), we compute the mean κ̂ and standard deviation δκ using all the simulated
results for each temperature.

Since Q10 is given by

Q10 =

(
κ1

κ2

)10◦C/(T2−T1)

, (S2)

where κ1,κ2 are rate constants at temperature T1 = 25 ◦C, T2 = 37 ◦C respectively. We assume a linear error and independent
variables, and denote the exponent 10◦C/(T2−T1) as ∆T , the standard deviation of a variable x as δx, and its mean estimator
as x̂. Then we apply the propagation of error equation4 which gives
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where we assume δT ≈ 1 ◦C.
Using the mean values κ̂1, κ̂2 and Eq. S4, we compute an estimation of the mean and standard deviation of Q10 for each

type of rate constant, for Zhou et al.3 and Vandenberg et al.2. The results are shown in the “Model estimation” columns in
Table 1 in the main text.

Since Zhou et al.3 reported only the time constants of each type with mean and standard error of mean σx̄ at two
temperatures, we first estimate the mean and standard deviation for rate constants. We approximate the standard deviation with
≈
√

nσx̄, where n is the number of cells reported for each time constant. Then we apply Eq. S4 to propagate the errors in rate
constants at two temperatures to estimate the error in their Q10coefficients. Vandenberg et al.2 reported the Q10 coefficient
with mean and standard error of mean for each gating process, we convert the standard error of mean to standard deviation for
comparison. The results are shown in the “Reported values” columns in Table 1.

S10 Mean model parameters
Table S2 shows the mean values of the model parameters µ (in Eq. 24 in the main text) for all temperatures. Table S3 shows the
95th percentile, or 95% credible intervals, of the samples of µ for all temperatures.

S11 Remaining RRMSE histograms
Here we include the relative root mean square error (RRMSE, given by Eq. 25 in the main text) histograms for the remaining
validation protocols 1, 2, and 6 that are not included in Section S5 and in the main text due to the space limit. For 27, 30, 33,
and 37 ◦C see Figure S13, S14, S15, and S16 respectively.
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gKr [pS] p1 [s−1] p2 [V−1] p3 [s−1] p4 [V−1] p5 [s−1] p6 [V−1] p7 [s−1] p8 [V−1]

T = 25◦C 3.1e+4 7.65e-2 9.05e+1 2.84e-2 4.74e+1 1.03e+2 2.13e+1 8.01e+0 2.96e+1

T = 27◦C 3.4e+4 1.75e-1 7.08e+1 3.14e-2 4.78e+1 1.35e+2 2.23e+1 1.07e+1 2.93e+1

T = 30◦C 2.94e+4 3.e-1 6.57e+1 3.39e-2 5.35e+1 1.79e+2 2.18e+1 1.45e+1 2.92e+1

T = 33◦C 2.64e+4 5.40e-1 6.71e+1 3.85e-2 5.64e+1 2.38e+2 1.96e+1 1.95e+1 2.87e+1

T = 37◦C 3.33e+4 2.07e+0 7.17e+1 3.44e-2 6.18e+1 4.18e+2 2.58e+1 4.75e+1 2.51e+1

Table S2. The mean values of the model parameters µ (in Eq. 24 in the main text) for all temperatures.

gKr [pS] p1 [s−1] p2 [V−1] p3 [s−1] p4 [V−1] p5 [s−1] p6 [V−1] p7 [s−1] p8 [V−1]

T = 25◦C
2.91e+4 6.56e-2 8.74e+1 2.65e-2 4.67e+1 1.00e+2 2.03e+1 7.73e+0 2.93e+1
3.29e+4 8.92e-2 9.37e+1 3.05e-2 4.82e+1 1.06e+2 2.23e+1 8.29e+0 3.00e+1

T = 27◦C
3.13e+4 1.58e-1 6.84e+1 2.90e-2 4.69e+1 1.30e+2 2.12e+1 1.03e+1 2.88e+1
3.68e+4 1.93e-1 7.33e+1 3.4e-2 4.87e+1 1.40e+2 2.35e+1 1.11e+1 2.98e+1

T = 30◦C
2.71e+4 2.68e-1 6.39e+1 3.05e-2 5.2e+1 1.71e+2 2.01e+1 1.39e+1 2.87e+1
3.2e+4 3.36e-1 6.75e+1 3.76e-2 5.49e+1 1.86e+2 2.36e+1 1.52e+1 2.98e+1

T = 33◦C
2.38e+4 4.77e-1 6.53e+1 3.5e-2 5.49e+1 2.29e+2 1.79e+1 1.81e+1 2.82e+1
2.92e+4 6.12e-1 6.89e+1 4.24e-2 5.80e+1 2.48e+2 2.14e+1 2.09e+1 2.91e+1

T = 37◦C
2.94e+4 1.78e+0 6.93e+1 2.84e-2 5.90e+1 3.91e+2 2.38e+1 4.4e+1 2.42e+1
3.77e+4 2.39e+0 7.42e+1 4.18e-2 6.46e+1 4.46e+2 2.79e+1 5.13e+1 2.6e+1

Table S3. The 95th percentile of the samples, or 95% credible intervals, of the model parameters µ (in Eq. 24 in the main text)
for all temperatures.

Figure S13. The relative root mean square error (RRMSE, given by Eq. 25 in the main text) histograms for all cells and for
validation protocols 1, 2, and 6, at 27 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. For
each protocol, the raw traces with the best, median and 90th percentile RRMSE values, for both the model (red) and data (blue)
are shown, with the voltage clamp above. Note that the currents are shown on different scales, to reveal the details of the traces.
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Figure S14. The relative root mean square error (RRMSE, given by Eq. 25 in the main text) histograms for all cells and for
validation protocols 1, 2, and 6, at 30 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. For
each protocol, the raw traces with the best, median and 90th percentile RRMSE values, for both the model (red) and data (blue)
are shown, with the voltage clamp above. Note that the currents are shown on different scales, to reveal the details of the traces.

Figure S15. The relative root mean square error (RRMSE, given by Eq. 25 in the main text) histograms for all cells and for
validation protocols 1, 2, and 6, at 33 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. For
each protocol, the raw traces with the best, median and 90th percentile RRMSE values, for both the model (red) and data (blue)
are shown, with the voltage clamp above. Note that the currents are shown on different scales, to reveal the details of the traces.
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Figure S16. The relative root mean square error (RRMSE, given by Eq. 25 in the main text) histograms for all cells and for
validation protocols 1, 2, and 6, at 37 ◦C. Markers indicate the best (∗), median (‡) and 90th percentile (#) RRMSE values. For
each protocol, the raw traces with the best, median and 90th percentile RRMSE values, for both the model (red) and data (blue)
are shown, with the voltage clamp above. Note that the currents are shown on different scales, to reveal the details of the traces.
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S12 Automated quality control
Here we present a detailed selection results of our quality control which does not require any manual intervention. The full
details of our automated quality control criteria are summarised in Lei et al. 20191 Table 1. A well must pass all the listed
criteria in order to be selected.

Figure S17. Selection results of each criterion from the automated quality control, showing the number of wells filtered out
by each quality control criterion as bar chart, at 27 ◦C.

Figures S17–S20 show the results of each criterion in the automated quality control: the number of wells removed by each
quality control criterion for the different temperature experiments. A similar Figure for 25 ◦C is shown in the partner paper Lei
et al. 20191 (Supplement Figure S3). Figure S20 shows that for 37 ◦C more than 150 wells failed (almost half of 384 wells)
because no cell was captured. QC4s compare the change of Rseal, Cm, and Rseries values before and after drug addition. The
lower success rate at 37 ◦C, compared to 25 ◦C (shown in the supplement of Lei et al. 20191), was therefore mostly due to the
cell capturing step in the high-throughput machine, before we started our recordings.
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Figure S18. Selection results of each criterion from the automated quality control, showing the number of wells filtered out
by each quality control criterion as bar chart, at 30 ◦C.

Figure S19. Selection results of each criterion from the automated quality control, showing the number of wells filtered out
by each quality control criterion as bar chart, at 33 ◦C.
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Figure S20. Selection results of each criterion from the automated quality control, showing the number of wells filtered out
by each quality control criterion as bar chart, at 37 ◦C.
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S13 A comparison with literature IKr models
Figure S21 shows a comparison of the model given by the mean of the posterior for µ at 37 ◦C (Table S2) with existing IKr
models from within action potential models by using the Cardiac Electrophysiology Web Lab5, 6. Interestingly, the new model
shows a striking concordance for predicted current under action potential clamps with the Markov model by Fink et al.7.

Figure S21. A comparison of predictions of Fink et al.7 IKr model and our mean model using the posterior for µ at 37 ◦C,
under a series of action potential clamps. Both models have the same fixed gKr = 0.5 µS to compare the differences in kinetics.
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