
Appendix SmartPhase

Paul Hager, Hans-Werner Mewes, Meino Rohlfs, Christoph Klein, Tim Jeske

January 29, 2020

1 Design and Implementation

In the subsequent sections we describe in detail the reasoning behind the confidence score formula,
the confidence score threshold of 0.34 and the innocuous labeling feature of SmartPhase. Further,
a tabular overview of all possible outcomes of the implemented bitflag system is given.

1.1 Confidence score for read-based phasing

A confidence score formula was developed to help the user make informed decisions about which
phasing calls can be trusted and which should be cautiously examined before further analysis.

The formula for Confidence(v1, v2) is
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where n is the number of reads overlapping two variant positions, ntrans is the number of reads
supporting a trans configuration while giving equal evidence to both variants, ncis is the number
of reads containing both variants, qk is the Phred quality score of a read at a particular position k,
and l represents the length of the variant allele being examined in this read (either v1 or v2).

The Phred quality score assesses the quality of base determination during sequencing and is
logarithmically related to the base-calling error probability. A Phred quality score of 10 corre-
sponds to a base call accuracy of 90% while a Phred quality score of 60 represents a base call

1



accuracy of 99.9999%. The inverse of the Phred quality score, the base-calling error probability, is
used to weaken the evidences of reads with poor base qualities. It is averaged over all positions in
the first variant in a read to deliver the corrected v1 score which is then averaged with the corrected
v2 score to give the average inverse Phred score. This is then subtracted from one to give the Phred
adjusted evidence count. For single nucleotide polymorphisms and deletions, lv will be 1, but for
insertions it is important to examine all positions, which is why the variant is corrected over its
length. The Phred adjusted evidence counts are summed over all reads which cover this variant and
support the same cis or trans call, giving the cis and trans subscores. Thus, the higher the average
Phred score per read, the closer the trans and cis subscore sums are to ntrans and ncis. This can
be seen when considering a maximal Phred score of 60, which will result in an average inverse
Phred score of 1x10−6, which will minimally lower the trans or cis subscores away from ntrans or
ncis. This penalizes variants with poor call quality and dramatically reduces the chance of equal
evidences for cis and trans being seen, which could be the case if simply ntrans and ncis are used.

In the case of compound heterozygosity, it is expected that half of all reads contain only the
first variant while the other half contain only the second variant. To reflect this in the score and to
prevent trans evidences of only one of both variants being considered equal to evenly distributed
evidences of each variant, the lists of variant evidences are sorted by corrected score and the longer
list is reduced to one larger than the size of the smaller list by removing those variants with lowest
scores.

In the case of two variants being cis, it is expected that half of all reads will contain both variant
alleles, and the other half will contain both reference alleles. As reads containing both reference
alleles constitute only ambiguous evidences for real germline mutations, only those containing
both variants are counted. When substantially more than half of all reads contain both reference
alleles, this may be either an indication of a mosaic and not a germline mutation or simply weak
evidences for variants at these positions. Both of these are guarded against by counting only those
evidences which exhibit both variants. This results in approximately half of all reads increasing
the Phred adjusted evidence counts for a pair of variants that lie on the same chromosome under
normal conditions. The minimum between twice the Phred adjusted evidence counts and n is taken
to prevent a confidence greater than one being given, if more than half of all reads contain both
variants.

The denominator is increased by two to prevent a small amount of reads from being able to
achieve a high confidence score, thus asymptotically increasing the confidence towards 1.0 as the
amount of reads increases without any conflicting evidence towards the supported phase. Specifi-
cally two was chosen to prevent a single false evidence of giving a score close to 0.5, rather pushing
it towards 0.33. The more contradicting evidences found for both cis and trans configurations of
two variants, the lower the confidence score.

1.2 Confidence score threshold for reliable phasing calls

For variant pairs for which there are either only cis or only trans evidences, the confidence score
indicates the fraction of the reads that are counted as evidence. For variant pairs for which there

2



are both cis and trans evidences, the confidence score is determined by the absolute difference of
the conflicting evidences. Besides the difference of evidences, the ratio of cis to trans evidences
needs to be taken into account to define confident phasing calls. In order to determine a confidence
score threshold, we analyze the behaviour of the confidence score in the presence of conflicting
evidences. To simplify the subsequent calculations we use a simplified version of equation 1

|nt − nc|
nt + nc + 1

(2)

where we assume that only direct evidences for either a cis or trans configuration exist and thus
nt is the number of reads supporting a trans configuration and nc is the sum of the reads containing
both variants or no variant. In comparison to equation 1, there is no Phred quality score correction
which corresponds to a situation of perfect quality reads.

We define a phase call as reliable when there are at least twice as many evidences for one
variant constellation in comparison to the other. Assuming, without loss of generality, that there
are exactly twice as many evidences for a trans constellation, nt = 2nc, equation 2 simplifies to

nc

3nc + 1
(3)

with nc ranging from 1 to infinity. Consequently, the confidence score starts at 1
4 for nc = 1 and

approaches 1
3 for infinitely large nc. As we want to identify a threshold for the confidence score,

we are searching for the maximum confidence score that can be obtained while keeping the ratio
of evidences slightly below 2, corresponding to a phasing call that we want to consider as a low
quality call. Such ratios can easily be generated by adding 1 to the cis evidences which changes
equation 3 to

nc − 2

3nc − 1
(4)

with nc ranging from 2 to infinity. Consequently, the confidence score starts at 0 for nc = 2
and approaches 1

3 when the ratio of trans and cis evidences is below 2. Conversely, this means
that a confidence score larger than 1

3 can only be achieved when there are more than twice as many
evidences for a configuration. This can easily be shown by generating ratios slightly larger than 2
by adding 1 to the trans evidences which changes equation 3 to

nc + 1

3nc + 2
(5)

with nc ranging from 1 to infinity. Now, the confidence score starts at 0.4 for nc = 1 and approaches
1
3 while being always larger than 1

3 .
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As a result, we recommend a minimum confidence score of 0.34 for assessing the quality of
phasing calls of SmartPhase. This ensures that there are more than twice as many evidences for one
constellation in the case of conflicting evidences. Furthermore, this ensures that at least 1

3 of the
reads are counted as evidences in the case of evidences for either only a cis or a trans constellation.

1.3 Innocuous labeling

The primary weakness of trio phasing is its inability to phase when mother, father, and child all
possess the same heterozygous genotype. An advantage of SmartPhase is that it operates within a
defined task, namely determining the relevance of heterozygous variants with regards to disease-
causing compound heterozygosity. This allows SmartPhase to use logically derived rules to further
reduce the pool of disease-causing variant combinations. If trio information is provided, through
careful analysis of the parent genotypes and possible inheritance patterns, a large portion of previ-
ously unphasable variants can be labeled as innocuous.

For the following, six primary assumptions were made:

Assumption 1. No meiotic recombination events have taken place within the gene.

Assumption 2. The effect of two equally deleterious compound heterozygous variants is the same
as either being homozygous.

Assumption 3. The genotype information is as called.

Assumption 4. The parents do not possess the pathogenic phenotype of the patient.

Assumption 5. The probabilities and effects of inheritance of one parent are equal to those of the
other parent.

Assumption 6. Within a parent or patient, the probabilities and effects of inheritance of one chro-
mosome are equal to those of the other chromosome.

In support of assumption 1, it has been shown that in humans meiotic recombination primarily
occurs at intergenic CCN-like motifs [1]. In addition, it has been observed that meiotic recombi-
nation hotspots are preferentially located outside the transcribed domain [2].

Assumption 2 is based on the findings that in the case of Mendelian human disease as well as
human diseases such as Autism spectrum disorder, compound loss-of-function heterozygosity is
equally as harmful as a homozygous loss-of-function variant [3] [4] [5].

Assumption 3 is taken for the sake of simplicity and because stringent filtering has been done
to reduce the presence of false positives. In addition, marking false positive variants for filtration is
still of assistance in lightening the amount of downstream analysis required without losing actual
possible disease-causing variants.

Assumption 4 stems from the fact that compound heterozygous variants are primarily of interest
in cases when the parents do not show the negative phenotype. If a parent is afflicted with the same
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disease as the child, then a dominant allele is the most likely causal and a single heterozygous
variant is enough for disease exhibition.

When considering two heterozygous variants within the patient, the primary question is whether
they contribute together to the exhibition of a disease phenotype. To this end, let us consider all
conceivable parental genotype constellations and their subsequent effect on patient compound het-
erozygosity and possible pathogenic status. Furthermore, all cases where a patient has variants in
cis to one another are considered to be non-pathogenic and are already marked and filtered. Thus,
the question then becomes what parental genotype sequences result in a compound heterozygous
patient but can still be filtered based on the circumstances. As each parent can either be homozy-
gous reference, homozygous alternate or heterozygous, combining assumptions 5 and 6 allows us
to reduce the problem to 6 primary cases (see Fig 1), as the genotype constellations can be switched
between parents and between chromosomes without effect. Here, both chromosomes of parent 1,
parent 2, and the child are shown, represented by the vertical black lines. The upper variant is
indicated through a red x, while the lower through a blue x. The patient is always heterozygous for
both variants.

The six primary cases are:

• One parent is homozygous for the reference genotype (homozygous reference), the other
heterozygous

• One parent is homozygous for the variant genotype (homozygous variant), the other het-
erozygous

• Both parents are homozygous variant

• Both parents are homozygous reference

• Both parents are homozygous; one reference, the other variant

• Both parents are heterozygous

The first case (1.a) has parent 1 also being heterozygous for the first, red variant, while parent
2 is homozygous reference. This implies that the patient received the red variant containing chro-
mosome from parent 1, and the other chromosome from parent 2. For the patient to be compound
heterozygous in this case, he must receive the second variant from parent 2. The exact chromosome
the variants comes from cannot be determined, as indicated by the outlined blue variant markings
on parent 2. The red variant inherited from parent 1 could possibly be on the other chromosome or
in parent 2, but as previously stated, using assumptions 5 and 6, this case will always be resolved
with the same logic. No further information can be gained from this pattern.

The second case (1.b) has parent 1 being homozygous for the first variant, while parent 2 is
heterozygous. This implies that the patient received the chromosome lacking the first variant from
parent 2, as parent 2 is the only parent possessing a chromosome that does not contain the red
variant. Following, for the patient to be compound heterozygous, this chromosome, received from
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parent 2, must contain the second variant. This implies parent 2 must be compound heterozygous
for these two variants. Since both parents do not show the negative phenotype as per assumption 4,
the first, red variant can be labeled as innocuous as all variants analyzed in conjunction lie either on
the same chromosome or are of no interest, even if they are compound heterozygous. In addition,
considering parent 1 is homozygous for the variant and does not exhibit any negative effects, this
variant cannot be deleterious.

The third case (1.c) shows both parents being homozygous for the first variant. A de novo
mutation must have occurred to allow the patient to only be heterozygous here. This variant can
be labeled as innocuous in combination with all further variants stemming from simple inheritance
from a parent, i.e. not from a de novo mutation where both parents are homozygous reference.
Because the parent from which the alternate allele was inherited must be compound heterozygous
but exhibits no pathogenic phenotype as per assumption 4, this variant combination can be labeled
innocuous.

The fourth case (1.d) shows both parents being homozygous for the reference genotype. A de
novo mutation must have occurred to allow the patient to be heterozygous here. As the parents do
not possess the variant at all, no additional information can be won.

The fifth case (1.e) has parent 1 again being homozygous for the first variant, while parent 2
is homozygous for the reference genotype. Here, the argument runs analog to the first case, not
allowing the immediate labeling of the first variant as innocuous. If parent 1 also possesses the
second, blue variant on at least one chromosome, then it can be deduced that even in compound
heterozygous cases, the first variant is not disease-causing. Thus, the first variant is labeled as
homozygous for parent 1, and the combination with all other variants where parent 1 exhibits at
least one variant containing chromosome can be labeled as innocuous. Again, it can also be argued
that the first, red variant is generally of little importance because even when it is shown in the
homozygous state, no deleterious effect is observed.

The final and most critical case (1.f) is when parent 1, parent 2, and patient are heterozygous
for the first, red variant. This is the well known triple heterozygous case where trio information
provides no assistance in the phasing of the patient. Further analysis shows that the patient inherited
the first, red variant from either parent 1 or parent 2. Thus, the second, blue variant must be
inherited from the other parent and from exactly that chromosome which does not contain the first,
red variant. This implies that the parent from which the second, blue variant is inherited must also
be compound heterozygous. Thus, according to assumption 4, all compound heterozygous variant
combinations that contain the first, red variant must be innocuous. This implies that all potentially
damaging compound heterozygous locations within a genome can be determined if all variants have
been successfully called in the patient and both parents. As all other cases allow trio phasing to say
with certainty from which parent each variant was inherited, the ability to label triple heterozygous
patterns as innocuous resolves the last bastion of uncertainty for the clinical analysis of compound
heterozygous variants, provided all variants have been successfully and accurately called.
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Figure 1: Innocuous labeling. Possible inheritance patterns that produce compound heterozygos-
ity in the patient. The hollow blue Xs show possible parent variant positions that would result in
the child’s genotype.
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1.4 Bitflag system

For each variant pair that is processed by SmartPhase, a flag is given that provides details of how a
pair was phased or why it could not be phased. To capture the full complexity, we introduced five
flags indicating whether a pair was phased as cis, trans, not phased, labeled as innocuous or not
found. The first bit is set if the variant pair lies on the same haplotype (cis). The second bit is set
if the pair is compound heterozygous (trans). The third bit is set if the variant pair is not phased
due to lack of evidence. The fourth bit is set if the variant pair is innocuous. The fifth bit is set if
the variant pair contains a variant that was not found in the given read alignment of the provided
mapping files. Table A shows the different possible combinations of flags and the resulting final
flag. Variant pairs may be phased even if one or both variants are not found either by trio phasing
or by using GATK physical phasing information.

Final flag Cis Trans Not phased Innocuous Not found

1 x

2 x

4 x

9 x x

10 x x

12 x x

17 x x

18 x x

20 x x

25 x x x

26 x x x

28 x x x

Table A: List of all possible bit flag combinations.

2 Validation on Simulated WES Data

2.1 Simulation of WES data

To accurately validate SmartPhase a simulated data set with known phase was generated. The
widely used CEU (NA12878, NA12891, NA12892) and YRI (NA19238, NA19239, NA19240) trio
data sets were selected to produce simulated data. The consensus genotype call sets for both data
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sets were taken from the 1000 Genomes Project [6] (20140625 high coverage trios broad). For
each data set, SHAPEIT (v2.r837) was used to create a base phase of all variants of the patients [7].
An artificial child and its simulated genome based on the phased parents were created analogously
to the validation of the phasing tool WhatsHap [8]. Wessim was used to perform in silico exome
capture based on the probe sequences of the SureSelect Human All Exon V6+UTR Kit (Agilent
Technologies) [9]. Using the error model of an Illumina Genome Analyzer IIx with TrueSeq SBS
Kit v5-GA provided by GemSim [10], we generated paired-end reads of length 100 with an average
coverage of 126 across the captured regions of chromosome 1 and 19. These reads were then
mapped to the human reference genome GRCh37 using BWA-MEM (v0.7.15) [11]. The genotype
call sets obtained from the 1000 Genomes Project and the subsequent generated BAM files were
used to benchmark SmartPhase and WhatsHap.

2.2 Selection of candidate variant pairs

We selected all genes that harbor less than 10 heterozygous variants according to the reference
variant calls of the 1000 Genomes Project [6] in order to prevent genes with multiple heterozygous
variants from dominating the evaluation as the number of potential pairs grows exponentially with
the number of variants. This is done as an overabundance of proximal variants is particularly
easy to phase and would unrealistically inflate the benchmarks. Additionally, those genes that
did not contain at least two heterozygous variants were not phased as these cannot be affected
by compound heterozygosity. As a result, we generated a set of 26, 638 potential heterozygous
variant pairs distributed over 2, 922 genes with 4.21 heterozygous variants per gene on average
(see Table B).

Trio Chr Genes Variants Pairs

CEU 1 748 3, 139 6, 783
CEU 19 528 2, 153 4, 531
YRI 1 939 4, 081 9, 186
YRI 19 707 2, 933 6, 138

Table B: Overview over the number of genes and variants in the simulation data set. The
number of genes is different for both trios because genes with more than 10 heterozygous variants
were removed from the benchmark. For the CEU trio, 67 genes on chromosome 1 and 46 genes
on chromosome 19 were excluded for having too many variants. For the YRI trio, 102 genes on
chromosome 1 and 65 genes on chromosome 19 were removed for having too many variants.

2.3 Configuration of SmartPhase and WhatsHap

WhatsHap is a software that implements a read-based phasing algorithm leveraging long-reads
generated by the latest sequencing technologies [12]. The algorithm is further able to incorporate
sequencing information of related individuals [13]. We used the WhatsHap tool (v0.17) [8] to
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phase genomic variants within genes of our simulated WES data. To ensure comparability, we
reduced the variant files and simulated mapping files to regions within protein-coding genes as
defined by the canonical gene regions of the GRCh37 assembly of the UCSC genes track returned
by the UCSC table browser [14].

SmartPhase and WhatsHap were both configured to only use reads with a maximum mapping
quality of 60 and phase single nucleotide variants as well as insertions and deletions. For trio
phasing, we provided the genomic variants of the parents as given by the 1000 Genomes Project [6]
as additional input.

3 Validation on Clinical WES Data

3.1 Processing of WES data

We used WES data generated at the Care-for-Rare Genomics Core Facility Laboratories at the
Dr. von Hauner Children’s Hospital. We selected a cohort of 1, 163 individuals consisting of 921
patients suffering from rare immunological pediatric diseases and 242 healthy parents. Genomic
DNA of the samples was isolated using the QIAmp DNA Blood Mini Kit (Qiagen) according to
the manufacturer’s instructions. After enriching for coding exons using the SureSelect Human All
Exon V6+UTR Kit (Agilent Technologies), sequencing was performed on an Illumina NextSeq 500
system. BWA-MEM (v0.7.15) [11] was used to map the short paired reads to the human reference
genome GRCh37. The Genome Analysis Toolkit (GATK v3.8) was used for joint variant calling
according to best practices [15, 16]. To reduce the number of false-positive variant calls we filtered
individual genotypes by their DP and GQ values [17]. Variant Effect Predictor based on Ensembl
release 92 [18] and GEMINI (v0.20.1) were used to create a database of variants.

3.2 Selection of candidate variant pairs

Potentially pathogenic compound heterozygous variant pairs were determined by selecting all au-
tosomal heterozygous variants in patients that have a predicted impact on the amino acid sequence.
Variants were excluded if their allele frequency was larger than 10% within the cohort of 921
patients and 242 healthy parents. A maximum allele frequency threshold of 5% using the 1000
Genomes Project [6] and 0.5% using the exomes of the gnomAD database [19] was applied to fur-
ther reduce the set of variants. The gnomAD database was further used to filter out variant positions
where the alternate allele has been observed as a homozygous genotype at least once in the set of
exomes. The final set of 116, 613 potential compound heterozygous variant pairs was generated by
computing all possible combinations of the remaining variants per gene for each patient.

3.3 Validation approaches

The clinical WES data set was used to perform two different validations. First, we evaluated the
clinical utility of SmartPhase on all candidate variant pairs by comparing its ability to exclude
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non-pathogenic variant combinations in singleton and trio patients with or without incorporating
physical phasing information. Second, we compared the performance of SmartPhase and What-
sHap on all trio patients in read only and combined read & trio phasing mode.

3.3.1 Overall performance of SmartPhase

The performance of SmartPhase is evaluated on the complete set of 116, 613 potential compound
heterozygous variant pairs identified in the 800 singleton and 121 trio patients of the cohort. Smart-
Phase was configured to use parental genotype information for the trio patients. It was executed
twice to compare the performance with and without the use of physical phasing information. A
detailed description of the results can be found in the manuscript in the corresponding section. S2
Table provides all relevant numbers.

3.3.2 Comparison of SmartPhase to WhatsHap

The comparison is based on all 21, 066 candidate variant pairs identified in the 121 trio patients
to compare the performance of read only and combined read & trio phasing. Analogous to the
comparison on simulated data, SmartPhase and WhatsHap were both configured to only use reads
with a maximum mapping quality of 60 and phase single nucleotide variants as well as insertions
and deletions. Both SmartPhase and WhatsHap were applied to the data set in read only and
combined read & trio mode with SmartPhase using provided physical phasing information. The
results are described in the corresponding paragraph of the manuscript and supplemented by a
detailed list of all numbers in S3 Table.
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