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1 Dynamics-array approach of the stylistic 3-state model

Model description
We follow a cohort of healthy 70-year-old individuals over their remaining lifetime, using 30 annual cycles. The healthy
individuals can transition to the sick health state, they can die or remain healthy. Sick individuals can fully recover,
transitioning back to healthy, remain sick or die. Remaining in each of these health states is associated with some
utilities and costs (the state rewards). In addition to these state rewards, transition dis-utilities and costs apply. Getting
sick is associated with a sudden decrease of quality of life of 0.1. In addition, transitioning to dead incurs a one-time
cost of $4,000. Both the state and transition rewards are constant over time. The R code to use the dynamics-array
approach for this case example is shown below. All parameters of this model are fictitious, not based on a specific
disease. Figure 1 shows the health states and possible transitions. We describe this simple 3-state example in more
detail on GitHub - (https://github.com/DARTH-git/state-transition-model-dynamics).
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Figure 1: State-transition diagram of the 3-state model.

R code for the dynamics-array approach
We highly recommend downloading this code from GitHub (see link above) to avoid errors due to copying from the
manuscript and to obtain the latest version of the code. We use the coding convention as recommended in our coding
Framework.[1]

1 # Load t h e p a c k a g e s
2 l i b r a r y ( r e s h a p e 2 ) # t o t r a n s f o r m d a t a
3 l i b r a r y ( g g p l o t 2 ) # f o r n i c e l o o k i n g p l o t s
4

5 # i n i t i a l s e t up
6 age <− 70 # age of s t a r t i n g c o h o r t
7 n_ t <− 30 # number o f c y c l e s
8 v_ age _names <− age : ( age + n_ t − 1) # v e c t o r w i th age names
9 v_n <− c ( "H" , "S" , "D" ) # v e c t o r wi th t h e 3 h e a l t h s t a t e s o f t h e model :

10 # H e a l t h y (H) , S i ck ( S ) , Dead (D)
11 n_ s t a t e s <− l e n g t h ( v_n ) # number o f h e a l t h s t a t e s
12

13 #### G e n e r a t e i n i t i a l s e t o f base−c a s e e x t e r n a l p a r a m e t e r s ####
14 # C o s t s
15 c _H <− 1000 # c o s t o f r e m a i n i n g one c y c l e h e a l t h y
16 c _S <− 3000 # c o s t o f r e m a i n i n g one c y c l e s i c k
17 c _D <− 0 # c o s t o f b e i n g dead ( p e r c y c l e )
18 # S t a t e u t i l i t i e s
19 u_H <− 1 # u t i l i t y when h e a l t h y
20 u_S <− 0 . 6 0 # u t i l i t y when s i c k
21 u_D <− 0 # u t i l i t y when h e a l t h y
22 # T r a n s i t i o n p r o b a b i l i t i e s ( p e r c y c l e )
23 p_HS <− 0 . 3 0 # p r o b a b i l i t y t o become s i c k when h e a l t h y
24 p_HD <− 0 . 0 5 # p r o b a b i l i t y t o d i e when h e a l t h y
25 p_SH <− 0 . 1 5 # p r o b a b i l i t y t o become h e a l t h y when s i c k
26 p_SD <− 0 . 2 0 # p r o b a b i l i t y t o d i e when s i c k
27 # T r a n s i t i o n r e w a r d s
28 du_HS <− 0 . 1 0 # one−t ime u t i l i t y dec remen t when becoming s i c k
29 i c _D <− 4000 # one−t ime c o s t o f dy ing
30

31 #### T r a n s i t i o n p r o b a b i l i t y m a t r i x ####
32 # m a t r i x m_P a t t h e f i r s t c y c l e
33 m_P <− m a t r i x (NA,
34 nrow = n_ s t a t e s ,
35 n c o l = n_ s t a t e s ,
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36 dimnames = l i s t ( v_n , v_n ) )
37

38 # F i l l i n m a t r i x
39 # From H e a l t h y
40 m_P [ "H" , "H" ] <− 1 − ( p_HS + p_HD)
41 m_P [ "H" , "S" ] <− p_HS
42 m_P [ "H" , "D" ] <− p_HD
43 # From Sick
44 m_P [ "S" , "H" ] <− p_SH
45 m_P [ "S" , "S" ] <− 1 − ( p_SH + p_SD)
46 m_P [ "S" , "D" ] <− p_SD
47 # From Death
48 m_P [ "D" , "H" ] <− 0
49 m_P [ "D" , "S" ] <− 0
50 m_P [ "D" , "D" ] <− 1
51

52 #### Cohor t t r a c e m a t r i x ####
53 ## I n i t i a l s t a t e v e c t o r
54 v_m0 <− c (H = 1 , S = 0 , D = 0) # a l l t h e c o h o r t s t a r t s i n t h e H e a l t h y s t a t e
55

56 ## C r e a t e t h e Markov c o h o r t t r a c e m a t r i x m_M t h a t c a p t u r e s t h e p r o p o r t i o n o f
57 ## t h e c o h o r t i n each s t a t e a t each c y c l e
58 m_M <− m a t r i x ( 0 ,
59 nrow = ( n_ t + 1 ) ,
60 n c o l = n_ s t a t e s ,
61 dimnames = l i s t ( 0 : n_ t , v_n ) ) # i n i t i a l i z e c o h o r t t r a c e m a t r i x
62 m_M[ 1 , ] <− v_m0 # s t o r e t h e i n i t i a l s t a t e v e c t o r i n t h e f i r s t row of t h e c o h o r t t r a c e
63

64 #### M u l t i d i m e n s i o n a l a r r a y ####
65 ## C r e a t e t h e m u l t i d i m e n s i o n a l a r r a y a _A t h a t c a p t u r e s t h e p r o p o r t i o n o f t h e
66 ## c o h o r t t h a t t r a n s i t i o n e d between h e a l t h s t a t e s a t each c y c l e
67 a _A <− a r r a y ( 0 ,
68 dim = c ( n_ s t a t e s , n_ s t a t e s , n_ t + 1) ,
69 dimnames = l i s t ( v_n , v_n , 0 : n_ t ) ) # i n i t i a l i z e m u l t i d i m e n s i o n a l a r r a y
70

71 d i a g ( a _A[ , , 1 ] ) <− v_m0 # s t o r e t h e i n i t i a l s t a t e v e c t o r i n t h e d i a g o n a l o f t h e f i r s t
s l i c e o f A

72

73 #### S t a t e and t r a n s i t i o n r e w a r d s ####
74 ## C r e a t e m a t r i c e s t o s t o r e r e w a r d s
75 m_R_ c o s t s <− m_R_ e f f e c t s <− m a t r i x (NA,
76 nrow = n_ s t a t e s ,
77 n c o l = n_ s t a t e s ,
78 dimnames = l i s t ( v_n , v_n ) )
79

80 # F i l l i n m a t r i x f o r c o s t s
81 # To H e a l t h y
82 m_R_ c o s t s [ "H" , "H" ] <− c _H
83 m_R_ c o s t s [ "S" , "H" ] <− c _H
84 m_R_ c o s t s [ "D" , "H" ] <− c _H
85 # To S ick
86 m_R_ c o s t s [ "H" , "S" ] <− c _S
87 m_R_ c o s t s [ "S" , "S" ] <− c _S
88 m_R_ c o s t s [ "D" , "S" ] <− c _S
89 # To Death
90 m_R_ c o s t s [ "H" , "D" ] <− c _D + i c _D
91 m_R_ c o s t s [ "S" , "D" ] <− c _D + i c _D
92 m_R_ c o s t s [ "D" , "D" ] <− c _D
93

94 # F i l l i n m a t r i x f o r e f f e c t s
95 # To H e a l t h y
96 m_R_ e f f e c t s [ "H" , "H" ] <− u_H
97 m_R_ e f f e c t s [ "S" , "H" ] <− u_H
98 m_R_ e f f e c t s [ "D" , "H" ] <− u_H
99 # To S ick

100 m_R_ e f f e c t s [ "H" , "S" ] <− u_S − du_HS
101 m_R_ e f f e c t s [ "S" , "S" ] <− u_S
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102 m_R_ e f f e c t s [ "D" , "S" ] <− u_S
103 # To Death
104 m_R_ e f f e c t s [ "H" , "D" ] <− u_D
105 m_R_ e f f e c t s [ "S" , "D" ] <− u_D
106 m_R_ e f f e c t s [ "D" , "D" ] <− u_D
107

108 #### Expec ted QALYs and C o s t s p e r c y c l e f o r each s t r a t e g y ####
109 ## C r e a t e m u l t i d i m e n s i o n a l a r r a y s t o s t o r e e x p e c t e d outcomes
110 a _Y_ c o s t s <− a _Y_ e f f e c t s <− a r r a y ( 0 ,
111 dim = c ( n_ s t a t e s , n_ s t a t e s , n_ t + 1) ,
112 dimnames = l i s t ( v_n , v_n , 0 : n_ t ) )
113

114 # I n i t i a l i z e a r r a y s
115 a _Y_ c o s t s [ , , 1 ] <− a _A[ , , 1 ] ∗ m_R_ c o s t s
116 a _Y_ e f f e c t s [ , , 1 ] <− a _A[ , , 1 ] ∗ m_R_ e f f e c t s
117

118 #### Run t h e cSTM ####
119 f o r ( t i n 1 : n_ t ) { # loop t h r o u g h t h e number o f c y c l e s
120 # e s t i m a t e t h e s t a t e v e c t o r f o r t h e n e x t c y c l e ( t + 1 )
121 m_M[ t + 1 , ] <− m_M[ t , ] %∗% m_P
122 a _A[ , , t + 1 ] <− d i a g (m_M[ t , ] ) %∗% m_P # e s t i m a t e t h e t r a n s i t i o n dynamics a t t +

1
123

124 # e lement−wise−m u l t i p l i c a t i o n o f a r r a y A wi th t h e r e w a r d s m a t r i c e s
125 a _Y_ c o s t s [ , , t + 1 ] <− a _A[ , , t + 1 ] ∗ m_R_ c o s t s
126 a _Y_ e f f e c t s [ , , t + 1 ] <− a _A[ , , t + 1 ] ∗ m_R_ e f f e c t s
127 }
128

129 #### Aggrega t e outcomes ####
130 v_ c o s t s <− rowSums ( t ( colSums ( a _Y_ c o s t s ) ) ) # c a l c u l a t e t h e e x p e c t e d c o s t s p e r c y c l e
131 v_QALYs <− rowSums ( t ( colSums ( a _Y_ e f f e c t s ) ) ) # c a l c u l a t e t h e e x p e c t e d QALYs p e r c y c l e
132 TC <− sum ( v_ c o s t s ) # c a l c u l a t e t h e t o t a l e x p e c t e d c o s t s
133 TE <− sum ( v_QALYs) # c a l c u l a t e t h e t o t a l e x p e c t e d QALYS
134 v_ r e s u l t s <− c (TC , TE ) # combine t h e t o t a l e x p e c t e d c o s t s and

QALYs
135 names ( v_ r e s u l t s ) <− c ( " C o s t s " , " E f f e c t " ) # name t h e v e c t o r
136 v_ r e s u l t s # p r i n t t h e r e s u l t s
137

138

139 # ###############################################################################
140 ### R a t i o o f t h o s e t h a t t r a n s i t i o n e d from s i c k t o dead a t each c y c l e t o t h o s e t h a t

t r a n s i t i o n e d t o dead from bo th h e a l t h y and s i c k .
141 v_ e <− numer ic ( n_ t + 1) # c r e a t e t h e v e c t o r v_ e
142 v_ e [ 1 ] <− 0 # i n i t i a t e t h e v e c t o r
143

144 ### c a l c u l a t e t h e r a t i o a c r o s s a l l c y c l e s s t a r t i n g i n c y c l e 2
145 v_ e [−1] <− a _A[ "S" , "D" , −1] / ( a _A[ "H" , "D" , −1] + a _A[ "S" , "D" , −1])

2 Traditional cohort trace approach of the stylistic 3-state model

Model structure
In the traditional cohort trace approach, the Markov cohort trace is calculated at every cycle t. The cohort trace only
shows how the cohort is distributed among the different health states over time, but does not store information about the
transitions among health states. In our stylistic 3-state model, getting sick is associated with a sudden decrease of quality
of life of 0.1 and in addition transitioning to dead incurs a one-time cost of $4,000. To incorporate these transition
rewards, we created two extra temporary health states at which individuals can only stay for one cycle. One temporary
state for those that transitioned from healthy to sick, Stemp, and one temporary state for those that die, Dtemp, coming
from either healthy or sick. The Stemp health state allows to incorporate the sudden decrease of quality of life when
getting sick and the Dtemp state is used to incorporate the one-time cost dying. In total, the stylistic three-state cSTM
with traditional cohort approach now has five health states: Healthy, Sick temporary (Stemp), Sick, Dead temporary
(Dtemp) and Dead. Figure 2 shows the state-transition diagram with health states and possible transitions needed when
using the traditional cohort trace approach. As shown in the figure, healthy individuals can transition to Stemp, Dtemp

or stay healthy. Individuals in the Stemp (i.e., those that just turned sick) can fully recover, transitioning back to healthy,
transition to the Dtemp or remain sick, which means that they transition to Sick state. Sick individuals, can also fully
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recover, transitioning back to healthy, can transition to Dtemp or stay sick, which means they remain in the Sick state.
All individuals in Dtemp transition to the Dead state. The Dead state is the absorbing state.

This examples shows that when using the traditional cohort trace approach for the original 3-state model with only two
transition rewards, the size of the number of states almost doubles. This means that incorporating transition rewards
in more realistic models, that already start out with more health states, using the traditional approach results in state
explosion and consequently, it is more likely to make errors while coding these models.

Figure 2: State-transition diagram of the healthy-sick-dead model when using the traditional cohort approach to
incorporate transition rewards.

R code for the traditional cohort trace approach
We recommend downloading this code from GitHub (https://github.com/DARTH-git/
state-transition-model-dynamics) to avoid errors due to copying from the manuscript and to obtain
the latest version of the code. We use the coding convention as recommended in our coding Framework.[1] GitHub also
includes the code showing that both approaches give identical model results.

1 # Load t h e p a c k a g e s
2 l i b r a r y ( r e s h a p e 2 ) # t o t r a n s f o r m d a t a
3 l i b r a r y ( g g p l o t 2 ) # f o r n i c e l o o k i n g p l o t s
4

5 # i n i t i a l s e t up
6 age <− 70 # age of s t a r t i n g c o h o r t
7 n_ t <− 30 # t ime h o r i z o n , number o f c y c l e s
8 v_ age _names <− age : ( age + n_ t − 1) # v e c t o r w i th age names
9 v_n <− c ( "H" , " Stemp " , "S" , " Dtemp " , "D" ) # v e c t o r wi th t h e 3 h e a l t h s t a t e s o f t h e

model :
10 # H e a l t h y (H) , S i ck ( S ) , Dead (D) and two t e m p o r a r y h e a l t h s t a t e s one f o r S i ck f o r t h e

f i r s t t ime ( Stemp ) and one f o r dy ing ( Dtemp )
11 n_ s t a t e s <− l e n g t h ( v_n ) # number o f h e a l t h s t a t e s
12

13

14 #### G e n e r a t e i n i t i a l s e t o f base−c a s e e x t e r n a l p a r a m e t e r s ####
15 # C o s t s
16 c _H <− 1000 # c o s t o f r e m a i n i n g one c y c l e h e a l t h y
17 c _S <− 3000 # c o s t o f r e m a i n i n g one c y c l e s i c k
18 c _D <− 0 # c o s t o f b e i n g dead ( p e r c y c l e )
19 # S t a t e u t i l i t i e s
20 u_H <− 1 # u t i l i t y when h e a l t h y
21 u_S <− 0 . 6 0 # u t i l i t y when s i c k

5
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22 u_D <− 0 # u t i l i t y when h e a l t h y
23 # T r a n s i t i o n p r o b a b i l i t i e s ( p e r c y c l e )
24 p_HS <− 0 . 3 0 # p r o b a b i l i t y t o become s i c k when h e a l t h y
25 p_HD <− 0 . 0 5 # p r o b a b i l i t y t o d i e when h e a l t h y
26 p_SH <− 0 . 1 5 # p r o b a b i l i t y t o become h e a l t h y when s i c k
27 p_SD <− 0 . 2 0 # p r o b a b i l i t y t o d i e when s i c k
28 # T r a n s i t i o n r e w a r d s
29 du_HS <− 0 . 1 0 # one−t ime u t i l i t y dec remen t when becoming s i c k
30 i c _D <− 4000 # one−t ime c o s t o f dy ing
31

32 #### T r a n s i t i o n p r o b a b i l i t y m a t r i x ####
33 # m a t r i x m_P a t t h e f i r s t c y c l e
34 m_P <− m a t r i x (NA,
35 nrow = n_ s t a t e s ,
36 n c o l = n_ s t a t e s ,
37 dimnames = l i s t ( v_n , v_n ) )
38

39 # F i l l i n m a t r i x
40 # From H e a l t h y
41 m_P [ "H" , "H" ] <− 1 − ( p_HS + p_HD)
42 m_P [ "H" , " Stemp " ] <− p_HS
43 m_P [ "H" , "S" ] <− 0
44 m_P [ "H" , " Dtemp " ] <− p_HD
45 m_P [ "H" , "D" ] <− 0
46

47 # From Sick t e m p o r a r y ( f i r s t c y c l e b e i n g s i c k )
48 m_P [ " Stemp " , "H" ] <− p_SH
49 m_P [ " Stemp " , " Stemp " ] <− 0
50 m_P [ " Stemp " , "S" ] <− 1 − ( p_SH + p_SD)
51 m_P [ " Stemp " , " Dtemp " ] <− p_SD
52 m_P [ " Stemp " , "D" ] <− 0
53

54 # From Sick
55 m_P [ "S" , "H" ] <− p_SH
56 m_P [ "S" , " Stemp " ] <− 0
57 m_P [ "S" , "S" ] <− 1 − ( p_SH + p_SD)
58 m_P [ "S" , " Dtemp " ] <− p_SD
59 m_P [ "S" , "D" ] <− 0
60

61 # From Death t e m p o r a r y
62 m_P [ " Dtemp " , "H" ] <− 0
63 m_P [ " Dtemp " , " Stemp " ] <− 0
64 m_P [ " Dtemp " , "S" ] <− 0
65 m_P [ " Dtemp " , " Dtemp " ] <− 0
66 m_P [ " Dtemp " , "D" ] <− 1
67

68 # From Death
69 m_P [ "D" , "H" ] <− 0
70 m_P [ "D" , " Stemp " ] <− 0
71 m_P [ "D" , "S" ] <− 0
72 m_P [ "D" , " Dtemp " ] <− 0
73 m_P [ "D" , "D" ] <− 1
74

75 #### Cohor t t r a c e m a t r i x ####
76 ## I n i t i a l s t a t e v e c t o r
77 v_m0 <− c (H = 1 , Stemp = 0 , S = 0 , D = 0 , Dtemp = 0) # t h e c o h o r t s t a r t s h e a l t h y
78

79 ## C r e a t e t h e Markov c o h o r t t r a c e m a t r i x m_M t h a t c a p t u r e s t h e p r o p o r t i o n o f
80 ## t h e c o h o r t i n each s t a t e a t each c y c l e
81 m_M <− m a t r i x ( 0 ,
82 nrow = ( n_ t + 1 ) ,
83 n c o l = n_ s t a t e s ,
84 dimnames = l i s t ( 0 : n_ t , v_n ) ) # i n i t i a l i z e c o h o r t t r a c e m a t r i x
85 m_M[ 1 , ] <− v_m0 # s t o r e t h e i n i t i a l s t a t e v e c t o r i n t h e f i r s t row of t h e c o h o r t t r a c e
86

87

88 #### Run t h e cSTM ####

6
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89 f o r ( t i n 1 : n_ t ) { # loop t h r o u g h t h e number o f c y c l e s
90 # e s t i m a t e t h e s t a t e v e c t o r f o r t h e n e x t c y c l e ( t + 1 )
91 m_M[ t + 1 , ] <− m_M[ t , ] %∗% m_P
92 }
93

94

95 #### Expec ted QALYs and C o s t s p e r c y c l e f o r each s t r a t e g y ####
96

97 #### S t a t e and t r a n s i t i o n r e w a r d s ####
98 ## C r e a t e a v e c t o r t o s t o r e r e w a r d s
99 v_R_ c o s t s <− c ( c _H, c _S , c _S , c _D + i c _D, c _D)

100 v_R_ e f f e c t s <− c ( u_H, u_S − du_HS , u_S , u_D, u_D)
101 names ( v_R_ c o s t s ) <− names ( v_R_ e f f e c t s ) <− v_n
102

103 #### Aggrega t e outcomes ####
104 v_ c o s t s <− m_M %∗% v_R_ c o s t s # c a l c u l a t e t h e e x p e c t e d c o s t s p e r c y c l e
105 v_QALYs <− m_M %∗% v_R_ e f f e c t s # c a l c u l a t e t h e e x p e c t e d QALYs p e r c y c l e
106

107 TC <− sum ( v_ c o s t s ) # c a l c u l a t e t h e t o t a l e x p e c t e d c o s t s
108 TE <− sum ( v_QALYs) # c a l c u l a t e t h e t o t a l e x p e c t e d QALYS
109 v_ r e s u l t s <− c (TC , TE ) # combine t h e t o t a l e x p e c t e d c o s t s and QALYs
110 names ( v_ r e s u l t s ) <− c ( " C o s t s " , " E f f e c t " ) # name t h e v e c t o r
111 v_ r e s u l t s # p r i n t t h e r e s u l t s
112

113 # ###############################################################################
114 ## C a l c u l a t i o n o f t h e r a t i o o f t h o s e t h a t t r a n s i t i o n e d from s i c k t o dead a t each c y c l e

t o t h o s e t h a t t r a n s i t i o n e d t o dead from bo th h e a l t h y and s i c k would r e q u i r e an
a d d i t i o n a l h e a l t h s t a t e t o d i s t i n g u i s h t h o s e t h a t d i e d from h e a l t h y from t h o s e t h a t

d i e d from b e i n g s i c k .

3 Comparison of approaches using a simulation study

We conducted a simulation study on computation efficiency of the two approaches: (1) dynamics-array approach and
(2) traditional cohort trace approach. We defined computation efficiency as computation time in seconds and memory
storage in megabytes (MB). We conducted a full factorial design with the number of states, nstates, and the number of
cycles, nt, in a cSTM as the factors of the simulation study. We varied the number of states from 2 to 62, incremented
by 5, while the number of cycles varied from 12 to 1,320, incremented by 12. In total, we evaluated 110 ∗ 13 = 1, 430
different scenarios. The reasoning for these numbers is as follows. The simplest cohort model is a 2-state model,
therefore the minimum number of health states is 2. The maximum number of health states is set to 62, which represents
the number of states of complex realistic cSTM. For the number of cycles, we assume that the maximum time horizon
for a model is 110 years (modelling an individual’s lifetime). When modelling this time horizon in monthly cycles, we
get a total of 1320 cycles. We ran this full factorial experiment 10 times and took the average of the required time and
memory to smooth out the variations in the computation time of R. Correcting for variation in R computation time is
important, because the total required time is small (<50 seconds) and this would meant that even a small variation in
time (e.g. 3-5 seconds) could affect our results.

To capture and calculate transition and state rewards using the cohort trace approach we created temporary health states,
because a transition reward for a state is only obtained when it is first transitioned to. Without loss of generality, we
assume that there are no absorbing states and every state can be visited from any other state. The transition probability
matrices for both approaches were randomly sampled such that each entry is between 0 and 1 and each row sums to 1.
The rewards vectors and matrices for both approaches were also randomly sampled from appropriate distributions. We
set the seed of R’s random number generator to assure reproducibility of these results.

For the comparison between approaches on the running time and storage memory as a function of number of health
states, we fixed the number of cycles at 1,320, the maximum value tested. The top left panel of Figure 3 shows that as
the number of health states increases, the run time of the traditional cohort trace approach increases almost exponentially
(from 0.004 seconds with 2 health states to 46 seconds with 62 health states) while that of the dynamics-array approach
varies very little (from 0.009 seconds with 2 health states to 0.344 seconds with 62 health states). In the top right panel
Figure 3 we see that the time benefit of the dynamics-array approach increase as the number of health states increases.
And at the point where we simulate a model with 62 health states for 1320 cycles the dynamics-array approach is 140
times faster compared to the traditional cohort trace approach.
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Figure 3: Computation time and memory storage of the two approaches as a function of the number of states when
running the model for 1,320 cycles. The top left panel shows the absolute computation time in seconds of both
approaches. The top right panel shows the relative speedup of the dynamics-array approach compared to the traditional
cohort trace approach. The horizontal line at y-axis equals 0 indicates when the two approached are equally fast. The
bottom left panel shows the absolute memory storage in megabytes (MB) of the two approached, while the bottom
right panel shows the relative required memory of the dynamics-array approach compared to the traditional cohort trace
approach. The horizontal line at y-axis equals 1 indicate when both approached required the same memory storage.
Above the line the traditional cohort trace requires less memory, while below the line the dynamics-array approach
requires less memory. All results are based on the average of 10 simulations. This was done to smooth out the variations
caused by the computation time of R.

The bottom panel of Figure 3, shows that as the number of health states increases, the traditional cohort trace approach
takes up less storage than the dynamics-array approach when the number of health states is less than 52. However,
when the number of health states is greater than 52, the dynamics-array approach uses less storage memory than the
traditional cohort approach.

Figure 4 illustrates how computation time of the two approaches vary as the number of health states and the number of
cycles increase simultaneously. The figure shows that the run time of the cohort trace approach increases when either
the number of health states or the number of cycles increases. On the contrary, the run time of the dynamics-array
approach is significantly less and is invariant to increases in either the number of health states nor the number of cycles.
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Figure 4: An three-dimensional illustration of how computation time (y-axis) of the two approaches vary as the number
of states, nstates (x-axis), and the number of cycles, nt (z-axis), increase simultaneously.

Figure 5 illustrates how computation storage of the two approaches vary as the number of health states and the number
of cycles increase simultaneously. We see that the storage increases as when either the number of health states or the
number of cycles increases. Both approaches take up approximately the same amount of storage before 52 health states.
After 52 health states, the traditional cohort trace approach takes up more memory compared to the dynamics-array
approach.
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Figure 5: An three-dimensional illustration of how computation memory in bytes (y-axis) of the two approaches vary as
the number of states, nstates (x-axis), and the number of cycles, nt (z-axis), increase simultaneously.

Based on the results of our simulation study, we found that the dynamics-array approach is computationally superior to
the traditional cohort trace approach. It is substantially faster and the increase in time is minimal when the number
of cycles or the number of health states increases. In addition, the required memory of the two approaches is not that
different for models with a small number of health states while the dynamics-array approach takes up less storage than
the traditional cohort trace approach as the number of states increases. The code of the simulation study can be found
on GitHub - (https://github.com/DARTH-git/state-transition-model-dynamics).
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