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Supplementary Figures
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Supplementary Figure 1: Steps of the methodology to estimate the downtime of small busi-
nesses applied to San Juan, Puerto Rico. (a) Time series of the total number of posts of all
businesses (r(t)), shown with weekly rolling mean (black solid line). (b) Step 1, single business
Probability Integral Transformed data (pPIT ) (c) Step 2, data is shifted and rescaled according
the number of active businesses (d) Step 4, PIT applied on the aggregated and transformed
time series (rN(t)) (e) Downtime detection using the ‘elbow method’.
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Supplementary Figure 2: Steps of the methodology to estimate the downtime of small busi-
nesses applied to Juchitán de Zaragoza, Mexico. (a) Time series of the total number of posts
of all businesses (r(t)), shown with weekly rolling mean (black solid line). (b) Step 1, single
business Probability Integral Transformed data (pPIT ) (c) Step 2, data is shifted and rescaled
according the number of active businesses (d) Step 4, PIT applied on the aggregated and
transformed time series (rN(t)) (e) Downtime detection using the ‘elbow method’.
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Supplementary Figure 3: Downtime detection in real-time (dRT (t)) for San Juan, Puerto Rico.
(a) Data are cropped at regular intervals to simulate real-time data collection (crossed markers
along solid line). Square markers at (t,dRT (t)) indicate the real time estimates for t = 30,
60, 90 days. Dotted line indicates ideal downtime, d(t), estimated using all data. (b-d) Black
solid lines denote the cropped data used to estimate downtime at t = 30, 60, 90 days after the
event (dashed magenta line) respectively. The cutoff t is shown with a black dashed line. The
estimated downtimes dRT (t) are shown with coloured areas.
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Supplementary Figure 4: Downtime detection in real-time (dRT (t)) for Juchitán de Zaragoza,
Mexico. (a) Data are cropped at regular intervals to simulate real-time data collection (crossed
markers along solid line). Square markers at (t,dRT (t)) indicate the real time estimates for
t = 30, 60, 90 days. Dotted line indicates ideal downtime, d(t), estimated using all data. (b-d)
Black solid lines denote the cropped data used to estimate downtime at t = 30, 60, 90 days
after the event (dashed magenta line) respectively. The cutoff t is shown with a black dashed
line. The estimated downtimes dRT (t) are shown with coloured areas.
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Supplementary Figure 5: Survey locations in the study by De Luca et al. [1]. Road networks
collected from OpenStreetMap [2] using OSMnx [3]. OpenStreetMap data is available under
the Open Database License and licensed as CC BY-SA https://creativecommons.org/

licenses/by-sa/2.0/.

5

https://creativecommons.org/licenses/by-sa/2.0/
https://creativecommons.org/licenses/by-sa/2.0/


2012 2013 2014 2015 2016 2017 2018 2019
date

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
is

ed
 V

IIR
S

 B
rig

ht
ne

ss

threshold T
Downtime (120 days)

0.0 0.2 0.4 0.6 0.8 1.0
threshold T

0.0

2.5

5.0

7.5

10.0

12.5

15.0

# 
ev

en
ts

y = f(T)
y = T
max[f( ) f(T)]

2012 2013 2014 2015 2016 2017 2018 2019
date

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
is

ed
 p

as
se

ng
er

 m
ov

em
en

ts

threshold T
Downtime (97 days)

0.0 0.2 0.4 0.6 0.8 1.0
threshold T

0

2

4

6

8

10

12

# 
ev

en
ts

y = f(T)
y = T
max[f( ) f(T)]

2012 2013 2014 2015 2016 2017 2018 2019
date

0.0

0.2

0.4

0.6

0.8

1.0

no
rm

al
is

ed
 e

le
ct

ric
ity

 u
sa

ge

(historic data unavailable)

threshold T
Downtime (134 days)

0.0 0.2 0.4 0.6 0.8 1.0
threshold T

0

1

2

3

4

# 
ev

en
ts

y = f(T)
y = T
max[f( ) f(T)]

S
at

el
lit

e 
da

ta
To

ur
is

m
 d

at
a

E
le

ct
ric

ity
 u

sa
ge

a

b

c

Supplementary Figure 6: Normalised data used to validate the estimated downtime in San
Juan, Puerto Rico. Data was normalised by rescaling the values so they fall between 0 and
1, and then the elbow method was used to determine downtime. (a) Satellite data looking at
average brightness provided by [4] (b) Tourism data containing statistics on incoming tourists
to the Port of Old San Juan (c) Bought electricity provided by the American government.
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Supplementary Figure 7: Downtime considering businesses just posting one year before the
event date. Natural hazard event is shown in red, with other detected events shown in blue.
The date of the event has been highlighted in magenta.
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Supplementary Figure 8: Business samples of different sizes are taken in Kathmandu, Nepal
(left) and San Juan, Puerto Rico (right). Downtimes are calculated, and then the process is
repeated. Average downtime shown with one and two standard deviations from the mean.
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Supplementary Tables

Start date End date Duration (days) Event

2013-10-13 2013-10-29 17 Dashain 2013 (5th Oct - 17th Oct)
2013-11-07 2013-11-27 21 Tihar 2013 (1st Nov - 5th Nov)
2014-10-03 2014-10-14 12 Dashain 2014 (24th Sep - 7th Oct)
2015-04-28 2015-06-14 48 Gorkha Earthquake (25th April)
2015-10-22 2015-11-01 11 Dashain 2015 (13th Oct - 26th Oct)
2016-10-10 2016-10-25 16 Dashain 2016 (1st Oct - 15th Oct)
2017-05-04 2017-05-21 18 Unknown
2017-09-28 2017-10-14 17 Dashain 2017 (20th Sep - 4th Oct)
2017-10-24 2017-11-05 13 Unknown
2017-11-26 2017-12-18 23 Unknown
2018-02-04 2018-02-11 8 Unknown

Supplementary Table 1: Detected events in Kathmandu, Nepal.

Start date End date Duration (days) Event

2013-12-30 2014-01-10 12 Christmas / New Year 2013
2014-12-27 2015-01-12 17 Christmas / New Year 2014
2015-12-29 2016-01-12 15 Christmas / New Year 2015
2016-12-30 2017-01-09 11 Christmas / New Year 2016
2017-09-21 2018-01-16 118 Hurricane Maria (20th Sep)

Supplementary Table 2: Detected events in San Juan, Puerto Rico.

Start date End date Duration (days) Event

2015-05-26 2015-06-09 15 Unknown
2016-11-01 2016-11-08 8 All Saints’ Day / Day of the Dead (1/2 Nov)
2017-09-10 2017-10-31 52 M8.2 Chiapas Earthquake (7th Sep)
2017-11-02 2017-11-13 12 All Saints’ Day / Day of the Dead (1/2 Nov)
2017-11-21 2017-11-30 10 Revolution Day (20th Nov)

Supplementary Table 3: Detected events in Juchitán de Zaragoza, Mexico.
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Mean downtime (days) Standard deviation (days) Number of surveys

Area A 29 44 27
Area B 15 20 31
Area C 61 88 25
Area D 78 62 10
All regions 41 62 93

Supplementary Table 4: Downtime (days) reported in four areas in Kathmandu, Nepal, from
the surveys taken by De Luca et al. [1]
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# posts/
Daily post rate 0 1/7 1/2 5/7 1

0 48(10656) 47(2467) 47(1313) 35(872) 37(368)
100 48(2504) 47(989) 46(517) 35(291) 50(158)
200 47(1373) 47(801) 46(439) 35(253) 51(143)
300 47(947) 47(682) 47(394) 35(234) 51(135)
400 46(679) 47(587) 36(358) 35(215) 51(125)

Supplementary Table 5: Overall downtime reported over the whole of Kathmandu, Nepal,
with different filters on the businesses (by the number of posts they have made, and the daily
average posting rate). Number of businesses that meet the criterion are listed in brackets for
each reported downtime.

# posts/
Daily post rate 0 1/7 1/2 5/7 1

0 118(8725) 113(3313) 112(2013) 110(1352) 111(700)
100 119(3461) 117(2022) 113(1289) 110(818) 111(482)
200 117(2411) 117(1766) 113(1180) 110(760) 111(455)
300 117(1838) 116(1547) 112(1085) 111(719) 110(433)
400 117(1512) 113(1397) 112(1021) 110(687) 107(421)

Supplementary Table 6: Overall downtime reported over the whole of San Juan, Puerto Rico
with different filters on the businesses (by the number of posts they have made, and the daily
average posting rate). Number of businesses that meet the criterion are listed in brackets for
each reported downtime.

# posts/
Daily post rate 0 1/7 1/2 5/7 1

0 52(573) 42(200) 46(104) 37(73) 43(32)
100 42(126) 45(66) 48(34) 46(23 6(15)
200 44(72) 45(56) 46(30) 45(20) 43(13)
300 45(48) 71(41) 46(25) 43(16) 43(11)
400 9(33) 8(30) 9(23) 12(15) 43(11)

Supplementary Table 7: Overall downtime reported over the whole of Juchitán de Zaragoza,
Mexico, with different filters on the businesses (by the number of posts they have made, and
the daily average posting rate). Number of businesses that meet the criterion are listed in
brackets for each reported downtime.
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Supplementary Notes

Supplementary Note 1

To validate the automatic text analysis approach described in Section 3.1, we manually read
19,928 posts from businesses in Kathmandu and estimated the reopening date of each busi-
ness based on the context of all of its posts. We obtained a downtime of 50 days, which is
compatible with the 51 days of the automatic text analysis algorithm.

The application of the text analysis approach used in validating downtime emphasised
some of the limitations of such kind of analyses, as discussed in [5]. We list these limitations
below:

• Ambiguity about recovery status. We found cases where businesses state that they
will reopen, and then never post again. It is unclear here whether they actually recovered.

• Businesses do not post whether they have reopened. The majority of businesses do
not explicitly state that they are open - where we have collected 40946 posts in Kath-
mandu, 94611 posts in San Juan and 4536 posts in Juchitán de Zaragoza respectively,
there were only hundred of posts containing the keywords that were used to filter the
messages.

• Keywords are difficult to establish. Keywords are specific to each region. Local di-
alects and slang make the task of identifying relevant keywords difficult when validating
this data using Facebook posts.

• Repeated posts about recovery status. Additionally, businesses who do say they have
reopened often repeatedly posts that they have reopened. To deal with this case only
the first posts to mention a keyword for each businesses is used for analysis.

Supplementary Note 2

In our analysis we consider all businesses that posted at least once, irrespective of the date of
the event, hence we also include new businesses that started to post after the disaster. The
rationale behind this choice is to use the same methodology to transform the entire time series,
without differentiating between periods before and after the disaster. Computing the downtime
considering only businesses posting since at least one year before the date of the event may
produce more robust results because businesses with a long posting history have more data
and better statistics. A possible downside of this approach is that downtime estimates could
be less accurate because of the fewer businesses considered. Applying our methodology just
to businesses that posted one year before the events in the three regions, we get downtime
estimates similar to those obtained looking at all businesses. In particular, the number of
businesses remaining after the filtering is 2,781 in Kathmandu, 6,616 in San Juan and 380 in
Juchitán de Zaragoza. The estimated lengths of downtime after the natural disasters are 48
days in Kathmandu, 91 days in San Juan, and 42 days in Juchitán de Zaragoza. The esti-
mate for Kathmandu is the same as the estimate using all the businesses, while the estimated
downtimes are shorter for San Juan and Juchitán de Zaragoza. As shown in Supplementary
Figure 6, a reduction of the downtime is expected when fewer businesses are considered. Note
that in San Juan we detect an additional downtime of 17 days during the Christmas/New Year
period, only 6 days after the end of the downtime due to Hurricane Maria. Combining these
two downtimes we obtain an overall length of 114 days, which is very close to the 118 days
estimated using all businesses.
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