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S1. Computational Methods 

This section outlines the methods and strategies used to calculate the TPA spectra of Rh. In 

subsection S1.1, we explain how we constructed the QM/MM model of Rh. The procedure to 

calculate the OPA and TPA spectroscopic parameters is then presented in subsection S1.2. Finally, 

in subsection S1.3 we explain how the TPA spectra is simulated by applying the Sum-Over-State 

(SOS) approximation.

S1.1 Construction of the QM/MM model

The QM/MM model of Rh was constructed using the a-ARM version1 of the Automatic Rhodopsin 

Modeling (ARM) protocol,2 whose flowchart is shown in Figure S1. The protocol, for now on 

simply called a-ARM, is not designed to produce the most accurate QM/MM model possible but 

basic, computationally fast monomeric gas-phase models with electrostatic embedding aimed to the 

rationalization or prediction of spectroscopic and photochemical property trends. a-ARM only 

requires a PDB ID, or a template PDB file, to generate an input file in PDB format which contains 

information on the protein structure, including rPSB11 and excluding membrane lipids and ions, 

with the assigned protonation states of all residues that can be ionized and, finally, the positions of 

Na+/Cl− counter-ions needed to neutralize both intracellular (IS) and extracellular (OS) protein 

surfaces (see Figure S2). An additional input file containing the list of residues constituting the 

hosting chromophore cavity is also generated (see Figure S1A). As shown in Figure S2, the final 

model is characterized by the environment, cavity and Lys-QM subsystems. The first two subsystems 

and the Lys-296 residue atoms (excluding the terminal NH2-Cε moiety) form the MM part of the 

model while the QM part is formed by the rPSB11 chromophore plus the Cε atom of the Lys-296 

side chain. Accordingly, the Lys-QM subsystem contains both MM and QM atoms as well as the 

frontier between the MM and QM parts. A hydrogen link atom inserted at the truncated Cε−Cδ bond 

and covalently linked to the Cε atom of the QM subsystem saturates the valence bond between the 

QM and MM atoms along the Lys-296 side chain. Therefore, QM part contained 54 atoms. Suitably 

modified point charges and parameters have been used for the MM part of the Lys-296 residue linked 

to the chromophore.3-4 

The Rh model was generated starting from the protein X-ray crystallographic (PDB ID 1U195), by 

using the a-ARMdefault approach with the following default parameters: chain A; list of the residues 

defining the chromophore cavity computed via Voronoi tessellation and alpha spheres theory, and 
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including the Lys-296 residue covalently linked to the rPSB11 chromophore, plus the Glu-113 main 

(MC) and Glu-181 secondary (SC) counter-ion residues; neutral form of the residues Asp-83, Glu-

122, Glu-181, His-211 (δ-nitrogen of the imidazole protonated), based on partial charges calculated 

at the crystallographic pH 6.0; and the inclusion of 2 Na+ and 6 Cl- counter-ions, with positions 

optimized with respect to an electrostatic potential grid constructed around each charged OS or IS 

target residue. Crystallographic water molecules are optimized using DOWSER.6

Figure S1. General workflow of the a-ARM protocol used for the generation of the QM/MM models of 
Bovine Rhodopsin. 

In order to obtain a better prediction of the spectra, a-ARM constructs 10 independent replicas of the 

Rh QM/MM model (model-1 to model-10), by starting with 10 different independent sets of initial 

velocities the simulated annealing/molecular dynamics step in Figure S1 performed by GROMACS7. 

This is followed by QM/MM geometry optimization relaxing both the Lys-QM and cavity 

subsystems optimization at the CASSCF/AMBER levels, using a combination of MOLCAS8 and 

TINKER9. The TINKER9 software package was coupled to MOLCAS to perform the QM/MM 

calculations using the AMBER-FF9410 parameters. The description of the electrostatic embedding of 

the QM subsystem into the MM subsystem was treated using the electrostatic potential fitted 

methodology.11-14
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The performance of the Rh QM/MM models was evaluated by comparing the average vertical 

excitation energies ⟨∆ES1−S0⟩ calculated at CASPT2//CASSCF/6-31G(d)/AMBER level of theory (i.e. 

the QM/MM model structures were optimized at the single-root CASSCF/6-31G(d) level) with the 

experimental value, 57.4 kcal/mol (this is obtained by converting the 498 nm photon wavelength 

corresponding to the absorption maxima in energy). The results, reported in Table S1, showed that 

the average computed ∆ES1−S0 value is 57.3±0.5 kcal/mol (λmax = 499±4 nm), that differs from the 

experiment for less than 1 kcal/mol. As described in the next section the final energies of the 

constructed QM/MM model is computed at the XMCQDPT2/cc-pVTZ level of theory yielding a 

model which can be labelled as XMCQDPT2/cc-pVTZ//CASSCF/6-31G(d)/AMBER level.

Figure S2. General scheme of Rh QM/MM model generated by a-ARM. This is composed by: (left) 

environment subsystem (gray cartoon), chromophore rPSB11 (green ball-and-sticks), Lys-296 side-chain 

covalently linked to the rPSB11 chromophore (blue ball-and-sticks), main counter-ion Glu-113 MC (cyan 

tubes), residues of the chromophore cavity subsystem (red tubes), protonated residues Ash-83, Glh-122, 

Glh-181, Hid-211 (tubes marked with *), and external Cl− (red balls) and Na+ (blue balls) counter-ions. 

Right: The rPSB11 chromophore (green) and the linked Lys-296 side chain fragment (blue) form the Lys-

QM subsystem which includes the H-link atom located along Cε−Cδ connecting blue and green atoms 
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(please see the inset) which belong to the MM and QM parts of the model. The H-link atom has been 

indicated with “LA” in the inset.

Table. S1. Vertical excitation energies (∆ES1-S0, kcal/mol) and maximum absorption wavelengths (λmax, nm), 
and oscillator strength (fOsc) of the Rh models calculated at the CASPT2/6-31G(d)//CASSCF/6-
31G(d)/AMBER level of theory. Differences between calculated and experimental data (∆∆Eexp

S1-S0, ∆λExp
max) 

are also presented.

Structure (seed)
∆ES1-S0 

(kcal/mol)
λmax (nm) f Osc

∆∆EExp
S1-S0 

(kcal/mol)
∆λ 

Exp 
max, 

(nm)
model 1 (01837) 58.0 493 0.86 0.6 -4.7

model 2 (18273) 57.6 496 0.86 0.2 -1.7

model 3 (28374) 56.9 502 0.85 -0.5 4.4

model 4 (3824) 57.0 501 0.87 -0.4 3.2

model 5 (4567) 56.8 503 0.90 -0.6 5.1

model 6 (55555) 57.5 497 0.87 0.1 -1.0

model 7 (666) 57.0 502 0.90 -0.4 3.8

model 8 (7834) 56.7 504 0.87 -0.7 5.9

model 9 (87654) 57.0 502 0.90 -0.4 3.6

model 10 (999) 58.0 493 0.92 0.6 -4.8

Average 57.3 499 0.88

DESV.ST 0.5 4

Exp 57.4 498

S1.2 Calculation of the spectroscopic parameters

The QM/MM model-1 to model-10 replicas are used for the simulation and characterization of the 

OPA and TPA spectroscopic parameters. This task was carried out using the Firefly quantum 

chemistry package version 8.2.0 partly based on the GAMESS(US)15 source code. The wavelength 

of the OPA maxima (λmax) of each model, more specifically, corresponding vertical excitation 

energies at the Franck-Condon (FC) points, dipole moments and transition dipole moments were 
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computed by means of the extended multiconfigurational quasi-degenerate perturbation theory 

XMCQDPT2,16 which has been shown to yield accurate excitation energies in complex 

fluorophores.17 XMCQDPT2 was applied on top of the CASSCF/cc-pVTZ computation with (12e,12o) 

active space that encompassed the whole π-system of rPSB11. The Intruder State Avoidance (ISA) 

parameter was set to 0.02 Hartree.17 To speed up the calculations, the Resolution of Identity (RI) 

approximation was employed. The RI approximation (also known as Density Fitting or DF) aims to 

reduce the cost of computations using an auxiliary (i.e. fitting) basis set. The auxiliary basis sets are 

not implemented in Firefly but obtained from an external library file 

(http://classic.chem.msu.su/gran/gamess/). 

To obtain reliable results, both the XMCQDPT2/CASSCF state-averaging scheme and the size of the 

XMCQDPT2 model Hamiltonian are of critical importance. Inclusion of higher-energy CASSCF 

roots into the model Hamiltonian, though costly, generally improves the description of the target low 

energy states of interest.16 In addition, incorporation of higher-energy roots partially de-contracts the 

model reference CASCI vectors thus allowing more flexibility in the description of the target states.18 

On the contrary, broader state averaging in the CASSCF procedure typically worsens the description 

of each individual state entering the state-averaging.18 Therefore, only those CASSCF roots that gave 

important contributions to the zero-order part of the XMCQDPT2 wave-function of our target states, 

i.e. S0, S1, S2 and S3, were included in the averaging. Looking at the eigenvectors of the model 

Hamiltonian of the XMCQDPT2 single point calculation shows that the target states are covered by 

the first eight CASSCF roots (generally above 0.1 by weight). Thus, for the Rh model including the 

rPSB11 chromophore, single point calculations were safely performed with the averaging over the 

eight lowest CASSCF roots (hereafter SA8) and, based on previous computations on conjugated 

chromophores of similar size,18 12-root in the XMCQDPT2 model Hamiltonian. 

For further validation of the accuracy and applicability of the XMCQDPT2 method, we computed 

OPA properties (transition energies and oscillator strengths) of the QM/MM model of Rh with the 

XMCQDPT2//CASSCF and CASPT2//CASSCF levels of theory and compared the results with the 

experimental values. For this aim, we selected model-6, as the representative Rh structure, featuring 

the CASPT2//CASSCF/6-31G(d) transition energy ∆ES1-S0 (λmax) closest to the 10 models average 

∆ES1-S0 value (Table S1). All CASPT2 calculations were carried out with the IPEA parameter set to 

zero using the MOLCAS code.8 

http://classic.chem.msu.su/gran/gamess/
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The gas-phase trans-stilbene and its acceptor–π–donor (A–π–D) derivative 4-dimethylamino-4'-

nitrostilbene (hereafter referred to as ACCD) chromophores were used as benchmarks to validate the 

protocol for TPA spectra simulation. We selected ACCD because it features a non-centrosymmetric 

π-conjugation similar to rPSB11. To do so, we employed, for trans-stilbene, the 12-root SA6-

XMCQDPT2 calculation with a complete π-orbital (14e,14o) active space and the cc-pVTZ basis set 

benchmarked and employed in a previous study,18 using the C2 symmetric CASSCF/6-31G(d) ground 

state geometry. In the case of ACCD, a complete active space of 20 electrons in 18 orbitals, 

comprising all π and n orbitals which contribute to the conjugation, is too large to handle and, 

consequently, prevented us to perform the geometry optimization at that level. On the other hand, 

we noticed that the CASSCF/6-31G(d) optimized geometry of trans-stilbene is very close to the 

previously reported MP2/cc-pVTZ geometry.18 Furthermore, as shown in the Section S6, the TPA 

spectra of the trans-stilbene is not intensely affected by differences in the geometry. Accordingly, 

the geometry of ACCD is optimized at MP2/cc-pVTZ level of theory. Identical to the trans-stilbene, 

a 12-root SA6-XMCQDPT2 calculation with a (14e,14o) active space is employed to obtain the TPA 

properties of ACCD as, to further decrease the computational cost and as a further approximation, 

the lone pair electrons of dimethyamino and π/n electrons of nitro substitutes are excluded from the 

active space. 

S1.3 Calculation of the TPA cross section

TPA is a third-order nonlinear optical process, first predicted by Göppert-Mayer in 193119 and 

observed by Kaiser and Garrett in 1961.20 These phenomena involve electronic excitation of a 

molecule by a simultaneous absorption of a pair of photons of the same or different energies and 

therefore λmax. TPA is now of interest for new technologies in various areas such as three 

dimensional fluorescence microscopy,21-22 up conversion lasing,23-24 optical power limiting,25-26 

photodynamic therapy,21 three dimensional microfabrication,27-28 optical data storage,29-31 and two-

photon optogenetics,32 –where the IR activation of genetically encodable actuators, silencer and 

reporter based on microbial rhodopsins is highly desirable 33-35– more specifically, using 

Channelrhodopsin-2 (ChR2).32, 34-41 Compared with the visible light employed in one-photon 

absorption (OPA), IR light has higher penetration depth and lower scattering in human tissues 

prompting the search for chromophores with large TPA cross-section. However, the search for new 

and more effective TPA molecules or, in the case of proteins, mutants is limited and the possibility 
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to design new molecules with all the desirable TPA properties (maximum absorption wavelength, 

λmax, TPA and cross-section, σTPA) is still an open question.42-44 Due to these difficulties, a number of 

attempts to establish a computational protocol for the simulation of the TPA properties of 

chromophores possessing large cross sections, have been reported.45-52 These protocols provide an 

attractive alternative to systematic time consuming synthesis and necessary nonlinear optical 

measurements. 

Precise experimental and theoretical evaluation of the absolute σTPA, which determines the intensity 

of the TPA transition, is a demanding task requiring independent experimental evaluation of several 

parameters, each of which has a specific error that contributes to the uncertainty in the observed or 

computed value. For example, the diverse σTPA peaks reported for the Enhanced Green Fluorescent 

Protein (EGFP) range from 1.5 to 300 GM and are attributed to different sources of errors.53 

Computationally, the evaluation of the transition dipole moments between ground and excited states, 

excited state energies, sensitivity to the environment and the value of the pre-factors necessary to 

convert the microscopic TPA strength (i.e. δTPA) to the macroscopic cross-section (i.e. σTPA), 

challenge the accurate prediction of σTPA values and their comparison with experimental data. In 

recent years, a number of benchmarking studies on σTPA calculations have appeared in the 

literature46, 48, 51, 54-55. For instance, K. D. Nanda et.al55 presented a formalism for the computation 

of σTPA of some model chromophores based on an equation-of-motion excitation energy coupled 

cluster single and double (EOM-EE-CCSD) wave functions showing the robustness of the method. 

They also concluded that the CC2 method strongly overestimates the σTPA value when compared to 

the result of higher-level EOM-CCSD calculations. After that, Beerepoot et al. showed that δTPA 

values computed with the CC2 method are only slightly overestimated compared to the EOM-EE-

CCSD and that the reported overestimated σTPA values are a result of inconsistencies in the 

conversion of the δTPA to σTPA values. On the other hand, the fact that δTPA values computed at the 

TD-DFT/CAM-B3LYP level of theory are found to be 1.5 to 3 times smaller than the coupled-cluster 

reference has been linked to an underestimation of excited-state dipole moments.46 EOM-EE-CCSD 

has been also used to calculate the OPA and TPA properties of trans- and cis-stilbene.52 The 

described discrepancies show the importance of the quantum chemical method employed in 

calculating the necessary excited state properties: dipole and transition dipole moments and 

transition energies (i.e. vertical excitation energies). 
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TPA can occur when the electron of a molecule is excited from ground state to excited state (final 

state) by the simultaneous absorption of two photons via an intermediate state.56-58 Such a nonlinear 

process is related to the second hyperpolarizability 50 of the molecule. Many studies have been done 

to quantify the two-photon absorption and calculate the σTPA so far. 46, 48-49, 55 Fortrie et al. 49 have 

established an approach to quantify the two-photon absorption. For that purpose, they defined a way 

of computing σTPA which, for TPA, has the same significance of the oscillator strength of OPA.

The TPA cross section is related to the imaginary part of the second hyperpolarizability. Here, the 

following equations (equations “F1” and “D2” in the Fortrie et al. contribution 49), have been used 

to calculate the TPA line-shape as a function of the frequency ω (i.e. the excitation wavelength): 

𝜎𝑇𝑃𝐴(𝜔) = 𝜇0ℏ𝜔2

𝜀0[𝑛𝑠(𝜔)]2([𝑛𝑠(𝜔)]2 + 2
3 )4

× Im

(1)[ 1
15∑𝑖,𝑗𝛾𝑖𝑖𝑗𝑗( ―𝜔; ― 𝜔,𝜔,𝜔) +  𝛾𝑖𝑗𝑖𝑗( ―𝜔; ― 𝜔,𝜔,𝜔) + 𝛾𝑖𝑗𝑗𝑖( ―𝜔; ― 𝜔,𝜔,𝜔)]

Here, ns is the refractive index, µ0 is the vacuum susceptibility, ε0 is the vacuum permittivity and 

γ represents the second hyperpolarizability where the sum is over the Cartesian components. The 

hyperpolarizability can be expressed through the components of the dipole operator, transition 

frequencies and state widths (for additional details see reference 44). A molecular system is 

characterized by its electronic m eigenstates with Em energies and the half-life times τm. By 

considering a power expansion of the energy with respect to the applied field, the sum-over-state 

(SOS) expression used to evaluate the Cartesian components of the γ is given by: 49-50, 59
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𝛾𝑖𝑗𝑘𝑙( ― 𝜔𝜎; ― 𝜔1,𝜔2,𝜔3) =
3

2ℏ3 𝐼
𝑗,𝑘,𝑙𝜔1,𝜔2,𝜔3 ∑

𝑚 ≠ 𝑞
∑
𝑝 ≠ 𝑞

{∑
𝑛 ≠ 𝑞

[⟨𝑞│𝜇𝑖│𝑚⟩⟨𝑚│𝜇𝑗│𝑛⟩⟨𝑛│𝜇𝑘│𝑝⟩⟨𝑝│𝜇𝑙│𝑞⟩
(Ω𝑞𝑚 ― 𝜔𝜎)(Ω𝑞𝑛 ― 𝜔1 ― 𝜔2)(Ω𝑞𝑝 ― 𝜔1)

+
⟨𝑞│𝜇𝑗│𝑚⟩⟨𝑚│𝜇𝑖│𝑛⟩⟨𝑛│𝜇𝑘│𝑝⟩⟨𝑝│𝜇𝑙│𝑞⟩
(Ω ∗𝑞𝑚 ― 𝜔3)(Ω𝑞𝑛 ― 𝜔1 ― 𝜔2)(Ω𝑞𝑝 ― 𝜔1) +

⟨𝑞│𝜇𝑙│𝑚⟩⟨𝑚│𝜇𝑘│𝑛⟩⟨𝑛│𝜇𝑖│𝑝⟩⟨𝑝│𝜇𝑗│𝑞⟩
(Ω ∗𝑞𝑚 + 𝜔1)(Ω ∗𝑞𝑛 + 𝜔1 + 𝜔2)(Ω𝑞𝑝 ― 𝜔3)

+
⟨𝑞│𝜇𝑙│𝑚⟩⟨𝑚│𝜇𝑘│𝑛⟩⟨𝑛│𝜇𝑗│𝑝⟩⟨𝑝│𝜇𝑖│𝑞⟩
(Ω ∗𝑞𝑚 + 𝜔1)(Ω ∗𝑞𝑛 + 𝜔1 + 𝜔2)(Ω𝑞𝑝 ― 𝜔𝜎)] ―

⟨𝑞│𝜇𝑖│𝑚⟩⟨𝑚│𝜇𝑗│𝑞⟩⟨𝑞│𝜇𝑘│𝑝⟩⟨𝑝│𝜇𝑙│𝑞⟩
(Ω𝑞𝑚 ― 𝜔𝜎)(Ω𝑞𝑚 ― 𝜔3)(Ω𝑞𝑝 ― 𝜔1)

―
⟨𝑞│𝜇𝑖│𝑚⟩⟨𝑚│𝜇𝑗│𝑞⟩⟨𝑞│𝜇𝑘│𝑝⟩⟨𝑝│𝜇𝑙│𝑞⟩

(Ω𝑞𝑚 ― 𝜔3)(Ω ∗𝑞𝑝 + 𝜔2)(Ω𝑞𝑝 ― 𝜔1) ―
⟨𝑞│𝜇𝑗│𝑚⟩⟨𝑚│𝜇𝑖│𝑞⟩⟨𝑞│𝜇𝑙│𝑝⟩⟨𝑝│𝜇𝑘│𝑞⟩

(Ω ∗𝑞𝑚 + 𝜔𝜎)(Ω ∗𝑞𝑚 + 𝜔3)(Ω ∗𝑞𝑝 + 𝜔1)
―

⟨𝑞│𝜇𝑗│𝑚⟩⟨𝑚│𝜇𝑖│𝑞⟩⟨𝑞│𝜇𝑙│𝑝⟩⟨𝑝│𝜇𝑘│𝑞⟩
(Ω ∗𝑞𝑚 + 𝜔3)(Ω𝑞𝑝 ― 𝜔2)(Ω ∗𝑞𝑝 + 𝜔1) }

(2)

Where  represents the average operator over all simultaneous permutations of indexes and 𝐼𝑗,𝑘,𝑙𝜔1,𝜔2,𝜔3

exponents,  is the polarization response frequency.   indicate the 𝜔𝜎 = 𝜔1 + 𝜔2 + 𝜔3 𝜔1, 𝜔2 and 𝜔3

frequencies of the perturbing radiation fields (in the degenerate case considered here, TPA, 𝜔1 =  𝜔2

 and ), i, j, k and l correspond to the molecular axes x, y and z; m, n and p denote excited = 𝜔  𝜔3 = ―𝜔
states and q, the ground state. µj is the j(x, y, z)th component of the dipole operator and ⟨𝑚│𝜇𝑗│𝑛⟩ =

. In this equation, , ,  is equal to 2π/τm, and ⟨𝑚│𝜇𝑗│𝑛⟩ ― ⟨𝑞│𝜇𝑗│𝑞⟩ Ω𝑚𝑛 = 𝜔𝑚𝑛 ―𝑖Γ𝑚𝑛/2 Γ𝑚𝑛 = Γ𝑛 ― Γ𝑚 Γ𝑚

.  (also known as the damping factor) has been set to 0.2 eV (as the full width at 𝜔𝑚𝑛 = (𝐸𝑛 ― 𝐸𝑚)
ℏ Γ𝑚𝑛

half maximum (FWHM)) in all cases. Since any reliable theoretical estimate of the damping factor 

is hardly possible, hence, the choice of damping factor value could be based on either the empirical 

fitting to the experimental widths or using the standard value. Here, we selected 0.2 eV following 

the standard conventions in the field of TPA simulations and also based on the fitted experimental 

values.52 

Normally, the appreciable contributions to σTPA are due to the intermediate states that are located 

close to the final state and, preferably, lower. Therefore, TPA calculations for the lowest excited 

states require a limited number of intermediate states to be included in the sum. As explained above, 

our multi-state level considered eleven XMCQDPT2 excited states for Rh, trans-stilbene and ACCD. 

The calculations produced the relevant transition energies corrected at the second order and the 

dipole and transition dipole moments based on the zero-order XMCQDPT2 density. Using such set 

of input, γ and the TPA line-shape were calculated according to the equations (2) and (1), 

respectively, by means of a Fortran code written by one of the authors.
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S1.4 Semi-classical trajectory calculations

Franck-Condon (FC) trajectories are semi-classical (i.e. non-adiabatic) trajectory starting at the 

equilibrium structure of the QM/MM model described above with zero initial velocities. The ultrafast 

lifetime of the Rh photoisomerization ensure that these trajectories describe the average evolution 

of the corresponding excited state population. Since we are only interested in the evolution from the 

FC point to the decay to S0 (i.e. most probably in the region of a S1/S0 conical intersection), all 

trajectories were propagated according to a deterministic surface-hop method implemented in the 

MOLCAS module Dynamix (see reference60 for details) for a 200 fs time threshold and an integration 

step of 1 fs. Notice that this is a modified version of widely used Tully61 method where the random 

number is fixed at a certain value (0.25). 62

The exact protocol employed for FC trajectory calculation depends on the initial excited state. For 

the S1 the calculations were performed with two-root state-average while three-root state-average 

CASSCF/6-31G(d)/AMBER level applied for S2 and S3 states (the upper three roots when S3 is the 

initial state). However, after the decay to S1, the trajectory calculations were interrupted and 

continued using two-root, rather than three-root, state-averaged calculations as the best compromise 

for the quality of the S1 CASSCF wave function. In fact, while a charge-transfer character dominates 

the S1 state, the third and fourth roots (S2 and S3) have covalent (diradical) character (see section S2) 

leading to a far too high covalent character of the S1 state upon state averaging 62-63. This leads to a 

S1 gradient (i.e. slope of the S1 potential energy surface), which is significantly lower than the correct 

one as the system progress towards the S1 to S0 decay point producing too slow trajectories (See 

Figure S7). After computing the CASSCF trajectories, in order to account the effect of dynamic 

electron correlation, the energy profiles of trajectories are recomputed using the CASPT2 level of 

theory with the standard three-root state average. 

S2 Charge distribution on the rPSB11 chromophore
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During the photoexcitation, rPSB11 undergoes a partial charge transfer of its positive charge from 

the −C15=N− side (the Schiff base moiety) to the σ skeleton side of the molecule.63 The electronic 

character (charge transfer or biradical character) of each excited state, could be explored by looking 

at the charge distribution on a certain moiety of the molecule on corresponding excited state and 

compare it with the ground state charge distribution. For this aim, the charge distribution of the first 

four states of the representative model (model-6) are computed as the sum of the charges of all the 

atoms in the positive moiety (Scheme S1, –+H2N=C15–C14=C13–C12). The charge distribution of the 

first four roots of the rPSB11 in the representative model (model-6) with 8-root SA (used for 

calculating the TPA properties) and cc-pVTZ basis set is reported in Table S2. Decreasing the 

charge distribution of the positive moiety of S1 state respect to S0 state implies the charge transfer 

character of the S1 excited state in agreement with previous studies. 63-65 However, the charge 

distribution of the S2 and S3 are not in agreement to the previous studies. For further exploration, the 

charge distribution is calculated for the representative model (model-6) with 3-root, 4-root and 5-

root SA and cc-pVTZ basis set (Table S2). The charge distribution with 3-root SA reveals the charge 

transfer character of S1 and biradical character of S2 in agreement with previous reports.63, 65 

Consequently, as the number of roots in SA increases, the charge distribution of the S2 and S3 

decreases which may attribute to the SA effect.

Scheme S1. Positive moiety of rPSB11 which used to calculate the charge distribution (Table s2).

Table. S2. Distribution of positive charge on the displayed moiety (Scheme S3) of rPSB11 chromophore in 
the ground and first three excited states of the representative model (model-6) of Rh. Our 3-root SA results 
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are in good agreement with the previous results.63, 65 The decreasing of the S2 charge with the increasing of 
the roots in state averaging (SA), is attributed to the SA effect. 

S0 S1 S2 S3

3-root SA 0.84 0.47 0.79 -

4-root SA 0.84 0.49 0.74 0.80

5-root SA 0.84 0.48 0.70 0.77

8-root SA 0.85 0.47 0.54 0.60
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S3. OPA properties of the 10 independent Rh models

Table S3. OPA excitation energies (∆ES1-S0 and ∆ES2-S0), maximum absorption wavelengths (λmax, nm), and oscillator strength (fOsc) of the Rh models 
calculated at XMCQDPT2/cc-pVTZ//CASSCF/6-31G(d)/AMBER level of theory. Differences between calculated and experimental data (∆∆Eexp

S1-S0, 
∆λExp

max) are also presented.

S0 � S1 S0 � S2

∆ES1-S0 λmax fOsc ∆∆EExp
S1-S0 ∆λ Exp max ∆ES2-S0 λmax fOsc ∆∆EExp S2-S0 ∆λ Exp

 maxStructure 
(seed)

kcal/mol nm kcal/mol nm kcal/mol nm kcal/mol nm

model 1 (1837) 61.0 469 0.86 3.6 −29 84.8 337 0.17 0.7 −3

model 2 (18273) 60.4 473 0.87 3.0 −25 84.8 337 0.19 0.7 −3

model 3 (28374) 59.8 478 0.87 2.4 −20 84.3 339 0.23 0.2 −1

model 4 (3824) 60.1 476 0.87 2.7 −22 83.6 342 0.17 −0.5 2

model 5 (4567) 59.7 479 0.89 2.3 −19 84.1 340 0.21 0.0 0.0

model 6 (55555) 60.2 475 0.87 2.8 −23 84.3 339 0.20 0.2 −1

model 7 (666) 59.8 478 0.88 2.4 −20 84.1 340 0.21 0.0 0.0

model 8 (7834) 59.8 478 0.88 2.4 −20 83.8 341 0.18 −0.3 1

model 9 (87657) 59.8 478 0.89 2.4 −20 84.1 340 0.21 0.0 0.0

model 10 (999) 61.0 469 0.88 3.6 −29 85.1 336 0.18 1.0 −4

Average 60.1 475 2.7 −23 84.3 339 0.2 −1.1

DESV.ST 0.5 4 0.4 2

Exp 57.4 498 84.1 340
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S4. Accuracy of the XMCQDPT2 Method

In order to further assess the accuracy of the XMCQDPT2 method, the energy gap of the first two 

transitions (i.e. S0→S1 and S0→S2) were calculated and compared to the gaps obtained via a 3-root-

state-average CASPT2 calculations (a commonly employed, single state multi-configurational 

second order perturbation theory method) and with the experimental values. As mentioned in 

subsection S1.2, these calculations have been performed using the QM/MM model-6, taken as the 

representative of 10 QM/MM model replicas. Table 1 summarizes the comparison between the OPA 

of different protocols and experimental values. It can be seen that the CASPT2 and XMCQDPT2 

corrections on top of the CASSCF energies give results close to the experimental λmax of the first 

(498 nm)66 and second (340 nm)67-70 transitions. More specifically, the obtained S0→S1 and S0→S2 

excitation energies computed at the XMCQDPT2/cc-pVTZ//CASSCF/6-31G(d)/AMBER level are 

blue-shifted with respect to the value obtained with the CASPT2//CASSCF/6-31G(d)/AMBER values 

(see Table S1) when calculated with 3-root-state-average with 6-31G(d) basis set. The fact that the 

CASPT2 calculation yields transition energies closer to the experimental observed value, does not 

necessarily reflect a higher accuracy of the model but a different balance between errors of different 

sign as detailed in ref 17. Additionally, we should note that the more advanced XMCQDPT2 method, 

being a multi-state method, accounts for state (i.e. root) mixing between the excited states included 

in the averaging, and it is, in principle, more accurate than the single-state CASPT2 method. 

The effect of the basis set was also tested, and the results showed that the predicted 6-31G(d) OPA 

transition energies are more blue-shifted from experimental values. The best agreement between the 

computed and experimental transition energies is achieved with the cc-pVTZ basis set indicating that 

a correlation consistent basis set is a more acceptable choice for computing the spectroscopic 

parameters using a QM/MM models of Rh. Variation in the number of contributing roots in the state 

averaging from 3 to 8 roots, does not yield remarkable changes in the computed transition energies. 

Nevertheless, as mentioned in section S1.3, a precise description of S0, S1, S2 and S3 requires the 

choice of eight lowest CASSCF roots.

S5. Accuracy of the QM/MM model 

In a recent action spectroscopy experiment,71 the UV-Vis absorption of rPSB11 is measured in the 

gas-phase and the position and strengths of the transitions to highly-excited electronic states are 

assigned using quantum mechanical calculations.71 Such calculations resulted in the assignment of 
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the 68.9 kcal/mol (λmax = 415 nm) and 80.5 kcal/mol (λmax = 355 nm) transition energies to the S0→S2 

and S0→S3 transitions of the chromophore with the same oscillator strength (i.e. 0.14). Both the 

S0→S2 and S0→S3 transitions in our QM/MM model are blue-shifted respect to the reported values 

(Table 1 and Table S3) possibly due to the interaction of the chromophore with protein cavity. The 

peak separation (i.e. ⟨∆ES3−S2⟩) computed using our XMCQDPT2/cc-pVTZ//CASSCF/6-

31G(d)/AMBER Rh models is only 4.5 kcal/mol and therefore smaller than the reported 11.6 

kcal/mol.71 To investigate the effect of protein cavity on these transitions, we computed the OPA of 

the isolated chromophore keeping the same geometry that it has in Rh (Table S4). 

Table. S4. Excitation energies (∆ES1-S0, kcal/mol) and maximum absorption wavelengths (λmax, nm), and 
oscillator strength (fOsc) of the isolated rPSB11 calculated at the XMCQDPT2/cc-pVTZ//CASSCF/6-31G(d) 
level of theory. 

Franck-Condon excitation Oscillator Strength

Structure (seed) S0 � S1 S0 � S2 S0 � S3 S0 � S1 S0  �S2 S0 � S3

model 1 (01837) 57.0 (501 nm) 79.4 (360 nm) 90.2 (317 nm) 0.91 0.21

model 2 (18273) 56.5 (506 nm) 79.4 (360 nm) 89.1 (321 nm) 0.93 0.20

model 3 (28374) 55.3 (517 nm) 79.6 (359 nm) 88.2 (324 nm) 0.94 0.22

model 4 (3824) 55.9 (511 nm) 76.4 (374 nm) 88.2 (324 nm) 0.93 0.24

model 5 (4567) 55.4 (516 nm) 79.4 (360 nm) 88.5 (323 nm) 0.96 0.22 0.17

model 6 (55555) 55.8 (512 nm) 79.4 (360 nm) 89.1 (321 nm) 0.95 0.22 0.17

model 7 (666) 55.6 (515 nm) 79.4 (360 nm) 88.8 (322 nm) 0.96 0.22

model 8 (7834) 56.4 (507 nm) 79.4 (360 nm) 89.1 (321 nm) 0.95 0.20

model 9 (87654) 55.6 (514 nm) 79.4 (360 nm) 88.8 (322 nm) 0.96 0.22

model 10 (999) 55.8 (512 nm) 76.6 (373 nm) 89.3 (320 nm) 0.88 0.26

Average 55.9 (511 nm) 79.4 (363 nm) 89.1 (321 nm)

DESV.ST 0.5 (4.8)

The results show an increased peak separation of 9.7 kcal/mol in good agreement with the reported 

gas-phase transitions energies with the difference ascribed to the different state averaging and 

geometries used in the calculations. The result support the conclusion that the protein environment 

decreases the differences between the S0→S2 and S0→S3 excitation energies as well as their intensity 
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relative to the S0→S1 excitation energy. In fact, in contrast with the charge transfer character of S1, 

the computed positive charge distribution on the chromophore shows that S2 and S3 states have 

diradical character (Table S2) consistently with the same and relatively small values of their 

oscillator strengths (Table 1, Table S3).

To illustrate the possible structural differences between the 10 QM/MM model replicas optimized at 

the CASSCF/6-31G(d)/AMBER level of theory, we have pictured the structure of their Lys-QM 

subsystem in Figure S3. As observed in this figure, the modest geometrical difference is consistent 

with the limited variation of the computed ∆ES1−S0 transition energies (Table 1 and Table S1). 

Indeed, it is apparent that the Lys-QM structure differs mainly in the configuration of the methyl 

substituent at C13. 

The results of the OPA studies support the idea that our QM/MM models could be suitable for the 

calculation of TPA spectra. 

Figure S3. Superposition of the Lys-QM subsystem of each of the 10 constructed Rh QM/MM models. The 

main structural differences are in the conformation of the methyl group bounded to carbon 13 of the rPSB11 

chain.

S6. TPA spectra of trans-stilbene and ACCD

The spectra of trans-stilbene and ACCD (their structures are shown in Scheme S2) calculated with 

the protocol described in the in the 1.3 section. The resultant spectra are shown in Figure S4.

Since the complete active space of the ACCD is too large to do CASSCF/6-31G(d) geometry 

optimization, the geometry of ACCD has optimized in the lower level of theory. However, before 

that we must be sure if this optimized geometry reproduces the TPA features of interested system 

similar to the CASSCF/6-31G(d) level of theory applied for trans-stilbene optimization. For this 
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reason, we used the optimized geometry of trans-stilbene at the MP2/ccpVTZ level of theory (which 

has been used in previous study18), to compute its TPA spectra with our protocol. The resultant 

geometry is very close to the optimized geometry at CASSCF/6-31G(d) level, and the TPA spectra 

is not intensely affected by the geometry as shown in Figure S5. Therefore, the geometry of ACCD 

is optimized at MP2/cc-pVTZ level of theory in this study and used for calculation of the TPA 

spectra. 

Scheme S2. Chemical structure of A) trans-stilbene and B) 4-Dimethylamino-4′-nitrostilbene (ACCD).

Figure. S4. A) TPA spectra of trans-stilbene and B) TPA spectra of 4-dimethylamino-4′-nitrostilbene 
(ACCD) in gas-phase in XMCQDPT2 level of theory with cc-pVTZ basis set.
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Figure. S5. TPA spectra of trans-stilbene of MP2/cc-pVTZ optimized geometry calculated in the same level 
of theory of the Figure S4.

Table S5. Transition dipole moments (Debye), transition energies (nm) and oscillator strength of the OPA 
transitions for 12 states considered in SOS for trans-stilbene and ACCD. Here S0 denotes the ground state 
and Sy is OPA excited state.

trans-stilbene ACCD

S0→Sy
<S0|µ|Sy> 
(Debye)

λmax 
(nm)

fOsc
<S0|µ|Sy> 
(Debye)

λmax 
(nm)

fOsc

S0→S0 0.0077 8.2277
S0→S1 5.3787 292.19 0.47 7.8576 332.06 0.87
S0→S2 0.0667 287.92 0.00 0.6880 302.83 0.0073
S0→S3 4.9916 283.62 0.41 1.0407 301.05 0.017
S0→S4 0.1443 239.95 0.0004 2.0520 257.00 0.077
S0→S5 0.4625 227.80 0.0044 1.5146 248.58 0.043
S0→S6 0.2896 205.65 0.0019 1.6934 239.65 0.056
S0→S7 0.3453 194.85 0.0029 0.3657 217.56 0.0029
S0→S8 0.0230 194.45 0.00 0.4770 206.69 0.0052
S0→S9 0.0398 173.86 0.00 0.4957 201.30 0.0057
S0→S10 0.3903 170.07 0.0042 0.5933 180.09 0.0092
S0→S11 0.0138 157.08 0.00 0.3110 175.05 0.0026

S7. TPA properties of the isolated rPSB11 

To calculate TPA properties (maximum absorption wavelength, λmax, TPA and cross-section, σTPA) of 

the isolated rPSB11, the same geometry of rPSB11 in Rh is taken in the absence of protein 

environment (in vacuum).
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Figure. S6. TPA spectra of rPSB11 in gas-phase (red) and in Rh protein environment (blue) in XMCQDPT2 
level of theory with cc-pVTZ basis set. The simulated spectra reflect the common blue shift of the one-photon 
absorption spectra of Rh with respect to the chromophore in the gas-phase.

S8. Orbital Character of the Two-photon transitions

As mentioned in the main text, TPA spectra of Rh show three intense peak corresponding to the 

S0→S1, S0→S2, and S0→S3 transitions. Here, we investigate the electronic nature of these two-

photon transitions in terms of the transitions between the molecular orbitals. For this aim, we need 

to identify the intermediate states (reached by OPA) which their contribution to the SOS of the 

related TPA transitions is considerable. Looking at the transition dipole moment and dipole moment 

of the all possible transitions between the 12 selected roots reveals that the only three excited states 

i.e. S1, S2 and S3 have the remarkable contribution to the SOS (based on the transition dipole moment 

of the excitation from ground state, Table S6) and therefore, could be considered as the intermediate 

states. For example, the important contributions to the SOS for S0→S1 TPA transition are: 

S0→S1→S1, S0→S2→S1 and S0→S3→S1. Consequently, the wave function of those excited states 

was analyzed, and the most principal configurations of the excited states (with significant CI 

coefficient) were determined as shown in Table S7 and Figure S7. The results show the charge 

transfer character for S0→S1, S0→S2, and S0→S3 transitions, in agreement with the results of positive 

charge distribution on the chromophore (Table S2). 
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Table S6. Transition dipole moments of essential intermediate OPA, and final TPA transitions contributing 
to the S0→S1, S0→S2, and S0→S3 two-photon transitions. Here S0 denotes the ground state, Sy is OPA 
(intermediate) excited state and Sx is the final TPA excited state.

Two-photon 
Transition (S0→Sx)

S0→Sy→Sx
<S0|µ|Sy> 
(Debye)

<Sy|µ|Sx> 
(Debye)

S0→S1

S0→S1→S1

S0→S2→S1

S0→S3→S1

9.4
3.8
3.8

15.0
5.0
7.5

S0→S2

S0→S1→S2

S0→S2→S2

S0→S3→S2

9.4
3.8
3.8

5.0
14.0
7.0

S0→S3

S0→S1→S3

S0→S2→S3

S0→S3→S3

9.4
3.8
3.8

7.5
7.0
12.6

Table S7. Principal configurations of S1, S2 and S3 electronic states involving in the S0→S1, S0→S2, and S0→S3 
OPA (intermediate) transitions. Here H and L denote HOMO and LUMO, respectively.

Electronic state Principal Configurations weight

S1

(H−1)2H1L1(L+1)0 (α)
(H−1)2H1L1(L+1)0 (β)

(H−1)2H1L0(L+1)1 (α,β)*
(H−1)2H1L0(L+1)1 (α)
(H−1)2H1L0(L+1)1 (β)

0.46
0.46
0.31
0.26
0.26

S2

(H−1)2H1L1(L+1)0 (α,β)*
(H−1)2H1L1(L+1)0 (α)
(H−1)2H1L1(L+1)0 (β)
(H−1)1H2L1(L+1)0 (α) 
 (H−1)1H2L1(L+1)0 (β)

0.44
0.32
0.32
0.24
0.24

S3

(H−1)1H2L1(L+1)0 (α) 
 (H−1)1H2L1(L+1)0 (β)

(H−1)2H1L1(L+1)0 (α) + (H−1)1H2L1(L+1)0 (β)
(H−1)1H2L1(L+1)0 (α) + (H−1)2H1L1(L+1)0 (β)

0.25
0.25
0.25
0.25

* Double excitation (both α and β electrons are excited simultaneously)

For the S0→S1 transition, based on the molecular orbitals (Figure S7), if we consider the five 

approximately parallel double bonds in the chain, the HOMO is bonding (or nearly so) with respect 

to the first four, and the LUMO is antibonding with respect to all five. This leads to the nice parallel 
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contributions to the overall transition dipole moment and hence, intense one-photon absorption. This 

one-photon transition has the main contribution to the S0→S2 and S0→S3 two-photon transitions 
(main text and Table S6) as an intermediate transition. As a result, these two transitions are not weak 

in TPA. 

H−1 H

L L+1

Figure S7. Contributed molecular orbitals in the S0→S1, S0→S2, and S0→S3 transitions.
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S9. Energies, BLA, dihedrals and HOOP profiles along FC trajectories

Figure S8. Semi-classical trajectories of A) photoisomerization after population of the S2 state with three-
root state average and B) photoisomerization after population of the S3 state with four-root state average at 
CASSCF level of theory. While a charge-transfer character dominates the S1 state, the third and fourth roots 
(S2 and S3) have covalent (diradical) character leading to a far too high covalent character of the S1 state 
upon state averaging. This leads to a S1 gradient (i.e. slope of the S1 potential energy surface), which is 
significantly lower than the correct one as the system progress towards the S1 to S0 decay point producing 
too slow trajectories.

The geometrical progression of rPSB11 along the FC trajectories after populating the S1, S2 and S3 

has been shown in Figure S9. Here, we plotted dihedral angles (C8−C9=C10−C11, C10−C11=C12−C13, 

C14−C15=N−Cδ), hydrogen out-of-plane dihedral (HOOP), and bond length alteration (BLA, 

coordinate defined as the difference between the average single-bond length and the average double-

bond length of the rPSB11 backbone) as a function of time. In the case of reactive S1, S2 populations 

(Figure S9A and S9B, respectively), the dihedral angle describing the isomerization of the C11=C12 

double bond (i.e. C10−C11=C12−C13) reaches the typical −90° value of a conical intersection (CI) at 

decay time (~100 fs). This reduction is compensated by increasing the adjacent C8−C9=C10−C11 
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dihedral. It is proposed that after populating the excited states, rPSB11 chromophore undergoes a 

vibrationally phased motion along critical modes such as BLA stretching and HOOP wagging72 

driving the population toward a CI. In both trajectories, an initially relaxation along BLA stretching 

mode is observed due to the unlocking the double bonds and locking the single bonds of rPSB11 

(Figure S9). The unreactive S3 population doesn’t show the similar features of the reactive 

trajectories (Figure S9C). More details on the geometrical changes along the FC trajectories could 

be found in the literatures.63, 72 
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A) B)

 

C)

Figure S9. Geometrical variation along the FC trajectories of A) Photoisomerization after population of the S1 state. B) Photoisomerization after 
population of the S2 state. C) Photoisomerization after population of the S3 state.
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