
Reviewers' comments: 
 
Reviewer #1 (Remarks to the Author): 
 
In an effort to better understand the neural computations underlying face perception, the paper 
presents a detailed comparison of popular convolutional neural networks with several well-known 
neurophysiological findings about the macaque face patch system. Specifically, it compares the tuning 
properties of the model units, considering each layer in a given network, to the tuning properties of 
neurons across three levels in the hierarchy of the face patch system (MLMF, AL, AM), which have 
been previously reported across four electrophysiology studies in the literature. The authors 
characterize their results as follows: higher CNN layers appear to correspond well to the most high-
level, anterior face processing areas, but earlier CNN layers did not systematically correspond to the 
middle face processing area. They conclude that even though the near-goal final stages of CNN layers 
has some similarities with the primate face system, the intermediate stages of processing in the 
system may be very different than that of CNN's. 
 
The extent of comparisons presented in the paper as well as the rigour with which they are carried out 
are impressive and make the paper worthy of publication. These results should establish a point of 
reference for future studies looking to develop more faithful computational theories of primate face 
processing system. However, the paper shouldn’t be published in its current form: there are some 
problems with the authors’ core argument and conclusion that are fixable but must be fixed before it 
can be published. We could support its publication in Communications Biology if the authors can 
carefully address the issues we describe below. 
 
For full disclosure, we are co-authors of a paper that represents importantly related work, which is 
cited in a number of places in the current paper. It is impossible to review the paper without 
acknowledging this is our perspective, and we believe this doesn’t stand in the way of us giving a fair, 
impartial, and indeed appreciative review of the present work. 
 
1. What conclusion do the analyses really support? 
 
Their presented analyses do not, at least in the simple way the paper suggests, support one of the 
paper’s main conclusions: that higher CNN layers can explain anterior regions while intermediate CNN 
layers cannot explain middle regions. Part of their evidence for this conclusion is that the latest stage 
(layer 7) in Alexnet-face seems to give the best fit (or the second best fit) of the anterior face 
processing region AM across all datasets that they looked at. They then observe that this is not the 
case for ML/MF: sometimes it is best fit by layer 1 and sometimes it is better fit by higher layers (4 or 
5); because there is more variability in terms of the Alexnet layer that best fits ML/MF from dataset to 
dataset, the authors conclude that it ML/MF is not as well explained by intermediate layers of 
convnets. 
 
However, it seems that we could conclude something different -- indeed, we could conclude the 
opposite of what the authors conclude -- if we focused on the VGG-Face network results rather than 
AlexNet. Looking at Fig. 9: (1) Across the board, in the VGG-face network, there is considerable 
consistency in terms of the layers (layer 4 and 5) that fit ML/MF best, which is comparable to what 
they report in Alexnet-face layers 6 and 7 vs. AM comparisons; and (2) As Fig. 9a shows, the VGG-
Face network layer that fits both ML/MF and AM best (layer 5) correlates with ML/MF to higher degree 
relative to AM. This finding is in fact consistent with a report comparing VGG-face activations and 
ECoG recordings in humans (Grossman et al., 2018). Authors of this human neurophysiological study 
indeed conclude the opposite of the present paper: that intermediate stages of CNNs correspond well 
to how the brain processes faces, while later stages of CNNs do something different from what the 



brain does. 
 
So, at a minimum, the story is more complicated than the paper suggests in its conclusion. Further 
complicating the interpretation is this: Despite the fact that there are higher correlations between 
layer 5 in the VGG-Face network and ML/MF, as the authors richly demonstrate, all of those 
intermediate and final stages across all networks lack the kind of shape tuning that is reported in the 
literature (Chang & Tsao; Ohayon et al.). 
 
Overall, we believe that a more fair conclusion would be to say that CNNs trained to recognize faces 
do show some similarities to the brain’s mechanisms but also a number of pronounced differences. 
They give rise to view-invariant coding at their higher layers as in the anterior regions in the brain, 
but both the nature of that code and the way it is computed from images might be quite different from 
the brain. None of the existing, standard CNN models gives a good account of the entire face patch 
system in the brain. 
 
 
2. Relation to literature 
 
When the authors compare their work to our earlier work, their characterization seems to us not 
entirely fair. They write: “Some previous studies have addressed a similar question but in a smaller 
scale. In one study (Yildirim et al., 2018), the authors tested view-identity tuning on a CNN model in 
comparison to experimental data (Freiwald and Tsao, 2010) and gave a similar result to ours (Figure 
2). In another study (Chang and Tsao, 2017), the authors trained a smallish face-classifying CNN 
model and tested shape appearance tuning.” 
 
They then describe some differences between their work and these earlier studies, and conclude: 
“Thus, the comparisons undertaken in our study here are far more thorough and extensive than those 
previous studies.” 
 
We believe it’s not fair to say simply that the present study is “far more thorough and extensive” than 
either our previous work or Chang and Tsao’s. Those previous studies looked at fewer datasets, but 
analyzed them more deeply -- and arguably, much more “thoroughly”. Both our paper and Tsao’s also 
presented additional, new data which the present paper does not consider. So the current work is 
importantly complementary to previous comparisons of CNNs and the macaque face patches, not 
strictly better. Its strength is to look more broadly at a wider range of previously published studies, 
which is valuable in a different and complementary way than the value of the earlier papers cited. 
 
Another issue related to our work is how the authors characterize the new model we present, the 
“Efficient Inverse Graphics” or EIG network, and how it fits with their own interpretation of their 
findings. They argue -- at least, this is the part of their story we think is strongest (see earlier points 
of our review) -- that conventional CNNs capture some aspects of how the brain represents identity 
(or appearance?) in a viewpoint-invariant way, but not all aspects, and not how it gets there -- not the 
computations that lead to those viewpoint-invariant identity/appearance representations; also, 
conventional CNNs do not capture how the middle patches represent shape. That in a sense is also 
one of the core arguments in our paper; moreover, we present an alternative model -- an alternative 
kind of deep convolutional network, with a different training target, that is constructed to invert a 
graphics-like generative model, and which does capture these properties of the face patches (at least 
as represented in the Friewald and Tsao 2010 data) much better than standard CNNs. We have not 
yet tested our model on all the datasets that the present paper considers, which would be an 
important target for future work. The present paper inspires us to do that. But we believe it is 
important for the authors to acknowledge in a revised version of this paper that (1) the core argument 



it can sustain is also consistent with the findings and the argument we have made previously, looking 
at only a subset of the data considered here; and also (2) that we have proposed at least one model 
which takes the form of a deep convolutional network and which could potentially explain the full face-
patch circuitry better than standard CNNs from the computer vision literature, but which needs to be 
further tested. 
 
3. More minor comments. 
 
It sounds strange and unscientific to use the word “smallish” to characterize the dataset in the Chang 
and Tsao paper. There must be a better word to use here? 
 
The authors don’t comment much on AL, and its mirror symmetry properties which have been the 
subject of a number of other modeling efforts (e.g., by Leibo and colleagues). For example, in Fig. 2, 
they see some mirror-symmetry in an earlier region which goes away or weakens in higher stages, 
which runs against at least a simple conclusion that only higher stages match anterior regions. 
 
The size-invariance analysis is interesting and deserves more emphasis and discussion. Why is there 
such a big discrepancy across the board -- ML/MF, AL and AM are all more size-invariant than the 
CNNs, even more so than their highest stages? What would it take for a computational model to match 
this constant and high-level of size invariance reported in the data? 
 
In supplementary Fig S3, can the authors comment on why decoding accuracy decreases from layer 5 
to layer 7? We found that surprising. 
 
We were confused by the use of the word “explains”: It is not clear what it means to say that CNNs 
explain some part of the face patch system according to the paper. If the authors want to use that 
word, then they should clarify the nature of that explanation. Is it just about matching or fitting the 
data, or is there some deeper sense in which the authors think their analyses explain how the neural 
circuits are working? Alternatively, the paper could refer to “match” or “fit” between CNNs and data, 
which is the more concrete result that they demonstrate. 
 
Thank you for giving us the opportunity to review this interesting paper, which we hope could make a 
valuable contribution to the literature. 
 
Ilker Yildirim and Josh Tenenbaum 
 
 
 
 
 
Reviewer #2 (Remarks to the Author): 
 
Recently, the similarity between CNN and ventral visual pathway has been one of major issues in the 
cognitive neuroscience. For each layer, for each property, this manuscript provides extensive and 
detail comparison between the biological and artificial neural networks, useful for various researchers, 
especially for computational neuroscientist. In my opinion, this manuscript is worth to be considered 
to be published in Communications Biology. However, I hope to these comments are considered to be 
improve the readability of the manuscript. 
 
Major comments: 
1. At first, it is not clearly described how the results from “the past experiment” in Fig. 1 are acquired. 



Did you (the authors) receive the results from the four different research groups? Did you receive the 
original neural responses? or just copy the values from the published papers? How can you sure that 
the neural responses from the past experiments and node activations from CNN are treated in the 
same way to draw the figures? Can we directly compare the neural responses and node activations 
without any normalization or fitting process? Explanations or references are required. 
 
2. The authors used “mean STA correlation” from shape-appearance model (Chang and Tsao, 2017) to 
compare the view tolerance. This measure is the specific result from the shape-appearance model, but 
not direct measure to evaluate the view tolerance. In my opinion, the direct way to quantify the view 
tolerance would be to examine identity and view tuning curves, and compare the ratio between the 
variance across identities and the variance across views. I recommend to focus on discovering the 
actual difference between the ventral visual pathway and CNN, rather than reproducing the results 
from the previous works. 
 
3. Overall, this manuscript is well written, and the results look clear. However, the contents related to 
the size invariance and Fig. 3 (especially, Fig. 3B) are not easy to understand. To my understanding, 
the size invariance should be revealed as the “flat” tuning to the stimuli with different sizes. However, 
in Fig. 3B, the shapes of tuning curves look similar regardless of different layers. The only difference 
that I can find is the smaller average responses in higher layers. Why the smaller responses mean the 
higher invariance? In addition, the sentence “We then calculated, for each layer, the average 
responses, … for each image size” is hard to read. 
 























Reviewers' comments: 
 
Reviewer #2 (Remarks to the Author): 
 
The authors have clearly addressed the comments, and I recommend this manuscript to be published 
in Communications Biology. 
 
 
Reviewer #3 (Remarks to the Author): 
 
In this paper, the authors investigate various deep neural network architectures, trained on large-
scale face datasets, for their ability to mirror findings across the macaque face patch system. I 
appreciate the dedicated approach by the authors, who try and compare networks across a wide array 
of experimental findings to draw more generalisable conclusions. This important work is done too 
rarely with groups often focusing (and fitting) their models on individual datasets. The paper is 
accessible and overall written well (note that there are minor grammatical errors throughout, such as 
dropped definite/indefinite articles). 
 
I am well aware that I am entering this process at a later stage than the other reviewers and will 
therefore try to not open too many new ‘cans of worms’. Nevertheless, I have a few suggestions that I 
hope will help the authors strengthen their work. 
 
Signed 
Tim Kietzmann 
 
 
Major: 
 
1. The main claim of the paper (good agreement between model and brain for AM but not ML) is 
derived from the observation that consistent CNN layers are selected for AM, whereas there is larger 
variability for ML. While the authors focus on multiple experiments that all investigate the same target 
area, substantial differences in the experimental setups will exist across studies (degrees visual angle, 
stimulus materials, presentation timing, different alignment in electrode placement, etc.). At the same 
time, the tested model architectures are neither fitted to the data nor are the model RF properties 
matched against the biological system. This raises the question in how far a perfect agreement for 
layer-selection across experiments is to be expected in the first place. As a simple example, consider 
two studies in which stimuli are shown with different sizes. This could lead to a different bias in the 
neural data and therefore to a differential selection of model layers (mirroring different model RF sizes 
for example). Based on this reasoning, I think that the requirement of the exact same network layer is 
too stringent. As a solution, the authors could compare the relative impact of earlier vs later model 
layers. Perhaps contrary to the current conclusion in the manuscript, this approach reveals that this 
general trend holds true for many of the analyses: ML is better predicted by earlier layers, whether 
later layers better mirror selectivity in AM. The consistent final layer selection for AM is striking, but 
the disagreement for ML is not a deal-breaker either. The latter does, however, point towards a more 
complicated story, the origins of which need to be determined in future work (architecture design, 
experimental differences, or general disagreement). I therefore invite the authors to acknowledge and 
discuss this possibility in the paper, and to adjust their conclusions accordingly. 
 
2. A lot of the results presented rely on “statistics by eye”. The authors describe qualitatively whether 
some layers explain the data better than others, but the quantitative backing with statistical analyses 
is missing. This invites unwanted subjectivity into the analyses. Are any of the differences observed 



significant? For the most part, we do not know. As an illustrative example, I find the fit in Figure 4B, 
layer 1, between model and ML quite remarkable, but the authors describe it as “not particularly 
similar”, and later summarise as "lacking [of] ML-like properties”. To me, this is too strong a 
conclusion, especially in light of missing statistical tests. I am aware that statistical tests are 
complicated by the fact that the authors only trained a single network instance. As a way forward, it 
would therefore be great to consider alternative models (e.g. untrained baseline models, etc), so that 
we know how bad the trained CNNs really are. It could well be that they are better than most if not all 
other image-computable models that we have. 
 
 
Minor: 
 
3. Can the authors comment on the fact that the size invariance estimates of the brain data are 
exactly identical across face patches? This seems unlikely to me. 
 
4. I think this paper can stand on its own without downplaying previous work to enhance the feeling of 
novelty. For example, I feel that the work and results by Yildirim et al. are downplayed too much in 
the introduction. The sentence (l. 42-47) seems is ambiguous at best, hiding the fact that they did use 
different models, multiple face patches, and I would not call it a “side question” of their work. 
 
5. Can the authors comment further on why the position invariance results could not be tested? Would 
this not be possible with the smaller face stimuli used for the size-invariance tests? 
 
6. l 387: The crucial importance of recurrent connectivity in CNNs has been investigated in depth in 
Kar et al. (2019) and Kietzmann et al. (2019). Disclaimer: the latter is obviously a plug for our own 
work. 
 
7. Is Figure 1 showing a human brain, not a macaque? 
 
 
 
 













REVIEWERS' COMMENTS: 
 
Reviewer #3 (Remarks to the Author): 
 
The authors have sufficiently addressed my previous comments. 


