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Assessing Digital Phenotyping to Enhance Genetic
Studies of Human Diseases

Christopher DeBoever,1 Yosuke Tanigawa,1 Matthew Aguirre,1 Greg McInnes,1 Adam Lavertu,1

and Manuel A. Rivas1,*

Population-scale biobanks that combine genetic data and high-dimensional phenotyping for a large number of participants provide an

exciting opportunity to perform genome-wide association studies (GWAS) to identify genetic variants associated with diverse quantita-

tive traits and diseases. Amajor challenge for GWAS in population biobanks is ascertaining disease cases fromheterogeneous data sources

such as hospital records, digital questionnaire responses, or interviews. In this study, we use genetic parameters, including genetic cor-

relation, to evaluate whether GWAS performed using cases in the UK Biobank ascertained from hospital records, questionnaire re-

sponses, and family history of disease implicate similar disease genetics across a range of effect sizes. We find that hospital record

and questionnaire GWAS largely identify similar genetic effects for many complex phenotypes and that combining together both phe-

notyping methods improves power to detect genetic associations. We also show that family history GWAS using cases ascertained on

family history of disease agrees with combined hospital record and questionnaire GWAS and that family history GWAS has better power

to detect genetic associations for some phenotypes. Overall, this work demonstrates that digital phenotyping and unstructured pheno-

type data can be combined with structured data such as hospital records to identify cases for GWAS in biobanks and improve the ability

of such studies to identify genetic associations.
Introduction

Genome-wide association studies (GWAS) for binary phe-

notypes such as presence of a disease typically obtain cases

via methods like recruitment through medical systems or

archived medical samples, and they then compare these

cases to controls known not to have the disease or to

random population controls in which the disease is pre-

sent at its population prevalence.1 However, recent studies

have begun to rely on self-reported phenotypes collected

via questionnaires and web or mobile phone applica-

tions.2–10 Such ‘‘digital phenotyping’’ may be faster and

cheaper than standard cohort study approaches, but the

extent to which this approach agrees withmore traditional

phenotyping approaches for GWAS is largely unknown

because previous attempts to estimate the agreement be-

tween the two phenotyping approaches have focused on

a small number of top associations and have not systemat-

ically assessed agreement across the hundreds or thou-

sands of variants likely associated with complex, polygenic

traits. For instance, a genome-wide study of self-reported

thrombosis events found strong agreement between the

top associations displayed in Manhattan plots from their

self-reported thrombosis GWAS compared to previous

cohort-based studies.2 Other studies have reported over-

laps with genome-wide significant loci from cohort studies

but have not investigated the extent to which genetic ef-

fects that did not reach genome-wide significance

agree.11

In addition to self-reported phenotypes, GWAS have also

been performed using family history of disease as a proxy

for disease diagnosis.12,13 This genome-wide association
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study by proxy (GWAX) approach can be useful for child-

hood or late-onset diseases for which participants are diffi-

cult to recruit, and it is particularly appealing for popula-

tion biobanking efforts that include questionnaires that

ask about family history of disease. However, the degree

to which proxy phenotyping attenuates effect sizes relative

to traditional GWAS and the statistical power benefits of

using GWAX in biobanks has not been explored. Esti-

mating the agreement between digital phenotyping,

GWAX, and traditional GWAS is important for understand-

ing the extent to which these phenotyping strategies may

help uncover the genetic basis of human diseases and

empower the generation of therapeutic hypotheses by,

for instance, identifying strong acting protein-truncating

variants.14–19

To explore the extent to which digital phenotyping or

GWAX and traditional phenotyping approaches capture

similar disease genetics, we developed a model, called the

multivariate polygenic mixture model (MVPMM), that es-

timates genetic parameters such as genetic correlation, pol-

ygenicity, and scale of genetic effects and applied the

model to GWAS summary statistics from phenotypes in

the UK Biobank whose cases were defined using hospital

records, questionnaire responses, or family history infor-

mation. We applied MVPMM to GWAS summary statistics

from 41 binary medical phenotypes and found that there

is strong agreement between the two phenotyping

methods for most complex phenotypes. We then explored

the extent to which combining these two phenotyping

methods improves statistical power for GWAS. We next

used MVPMM to compare how well GWAX agrees with

these combined case definitions for a subset of
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phenotypes, and we found that family history GWAS has

better power to detect associations in the UK Biobank for

chronic bronchitis and/or emphysema, diabetes, and Alz-

heimer’s disease. The results from our study demonstrate

that digital phenotyping and GWAX are useful approaches

for identifying cases in large biobanks and can provide

increased power for identifying associations for many

conditions.
Material and Methods

Quality Control of Genotype Data
We used genotype data from UK Biobank dataset release version 2

for all aspects of the study.20 To minimize the impact of co-

founders and unreliable observations, we used a subset of

337,199 unrelated white British individuals that satisfied all of

the following criteria: (1) self-reported white British ancestry, (2)

used to compute principal components, (3) not marked as outliers

for heterozygosity and missing rates, (4) do not show putative sex

chromosome aneuploidy, and (5) have at most 10 putative third-

degree relatives. We used PLINK v1.90b4.421 to compute the

following statistics for each of 784,257 variants: (A) genotyping

missingness rate, (B) p values of Hardy-Weinberg test, and (C)

allele frequencies. As described previously,14 we removed variants

that had (1) missingness rate greater than 1%, (2) Hardy-Weinberg

disequilibrium test p value less than 13 10�7, (3) ambiguous clus-

ter plots, or (4) minor allele frequencies inconsistent with

gnomAD.
Hospital Record and Verbal Questionnaire Phenotype

Definitions
We used the following procedure to define cases and controls for

non-cancer phenotypes. For a given phenotype, ICD-10 codes

(Data-Field 41202) were grouped with self-reported non-cancer

illness codes from verbal questionnaires (Data-Field 20002) that

were closely related. This was done by first creating a computation-

ally generated candidate list of closely related ICD-10 codes and

self-reported non-cancer illness codes, then manually curating

thematches. The computational mappingwas performed by using

the FuzzyWuzzy python package to calculate the token set ratio

between the ICD-10 code description and the self-reported illness

code description. The high-scoring ICD-10 matches for each self-

reported illness were then manually curated to ensure high-confi-

dence mappings. Manual curation was required in order to vali-

date the matches because fuzzy string matching may return words

that are similar in spelling but not in meaning. For example, to

create a hypertension cohort, the code description fromData-Field

20002 (‘‘Hypertension’’) was mapped to all ICD-10 code descrip-

tions, and all closely related codes were returned (‘‘I10: Essential

(primary) hypertension’’ and ‘‘I95: Hypotension’’). After manual

curation, code I10 would be kept and code I95 would be discarded.

After matching ICD-10 codes and with self-reported illness codes,

cases were identified for each phenotype by using only the associ-

ated ICD-10 codes, only the associated self-reported illness codes,

or both the associated ICD-10 codes and self-reported illness

codes.

Questionnaire images were downloaded from the UK Biobank

website (see Web Resources).
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Family History Phenotype Definitions
We used data from Category 100034 (Family history—

Touchscreen—UK Biobank Assessment Centre) to define ‘‘cases’’

and ‘‘controls’’ for family history phenotypes. This category con-

tains data from the touchscreen questionnaire on questions

related to family size, sibling order, family medical history (of par-

ents and siblings), and age of parents (age of death if deceased).We

focused on Data Coding 20107: Illness of father and 20110: Illness

of mother.

Cancer Phenotype Definitions
We combined cancer diagnoses from the UK Cancer Registry with

self-reported diagnoses from the UK Biobank questionnaire to

define cases and controls for cancer GWAS. Individual-level ICD-

10 codes from the UK Cancer Registry (Data-Field 40006) and

the National Health Service (NHS; Data-Field 41202) in the UK

Biobankweremapped to the self-reported cancer codes (Data-Field

20001). The mapping was performed via manual curation of ICD-

10 codes for each of the self-reported cancer codes. UK Biobank

field codes for self-reported cancer were created with a tree struc-

ture such that more specific cancer subtypes (e.g., ‘‘malignant mel-

anoma’’) are nested under more general categories (‘‘skin cancer’’).

This tree structure was preserved in the field-code-to-ICD-10 map-

ping. For example, the self-reported phenotype of ‘‘lip cancer’’ was

mapped to its field code, 1010, and the ICD-10 codes for ‘‘malig-

nant neoplasm of lip,’’ C00 and C000-C009. After this mapping,

individuals with an affirmative entry in one or more of the pheno-

type collections (self-reported cancer, cancer registry, and the

NHS) were included in the case cohort for the GWAS. No second-

ary neoplasms were included in the cancer phenotype mappings.

Genome-Wide Association Analyses
We performed genome-wide association analyses for binary med-

ical phenotypes in the UK Biobank across 784,257 variants geno-

typed by array using logistic regression with Firth-fallback as im-

plemented in PLINK v2.00a (17 July 2017). Firth-fallback is a

hybrid algorithm which normally uses the logistic regression

code previously described,22 but switches to a port of logistf() in

two cases: (1) if one of the cells in the 2 3 2 allele count by case/

control status contingency table is empty, or (2) if logistic regres-

sion was attempted since all the contingency table cells were

nonzero, but it failed to converge within the usual number of

steps. We used the following covariates in our analysis: age, sex,

array type, and the first four principal components, where array

type is a binary variable that represents whether an individual

was genotyped with UK Biobank Axiom Array or UK BiLEVE

Axiom Array. For variants that were specific to one array, we did

not use array as a covariate. Published summary statistics for

migraine, type 2 diabetes, and rheumatoid arthritis were obtained

from the GWAS Catalog and the International Headache Genetics

Consortium (see Web Resources).23–26

Multivariate Polygenic Mixture Model
Model Definition

We developed a two-component mixture model in order to esti-

mate genetic parameters including correlation, scale, and propor-

tion of non-zero genetic effects. Let bb be an N32 matrix of esti-

mated GWAS effect sizes (regression coefficient for quantitative

phenotypes, log odds ratio for binary phenotypes) and let bs be

an N32 matrix of estimated standard errors for N linkage disequi-

librium (LD)-independent loci for two phenotypes. Let bi be a
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column vector with the effect sizes for the ith locus and let si be a

column vector with standard errors for the ith locus. Under the

MVPMM, the estimated effect sizes are assumed to be generated

from one of two mixture components. The first component is a

point-mass at zero such that bbi � MVNð0;SQiÞ where SQi ¼
diagðbsiÞ$Q$diagðbsiÞ. Q is a 232 correlation matrix describing the

correlation between the estimated effect sizes (measurement er-

rors) at the null variants (variants that are not associated with

the two phenotypes) and diagðbsiÞ is a diagonal matrix with bsi

on the diagonal. The Q correlation matrix captures correlation in

the GWAS summary statistics due to sample overlap.27,28 The

second component is a multivariate normal distribution with

mean zero and unknown covariance matrix such that
bbi � MVN 0;SU þ SQið Þ where SU ¼ diag tð Þ$U$diag tð Þ. U is a 23

2 correlation matrix describing the correlation between the ge-

netic effects of the two phenotypes and t is a length-2 vector

describing the scale of the genetic effects. TheU correlationmatrix

captures correlation in the non-null GWAS summary statistics that

is attributable to correlated genetic effects. The model includes a

mixing parameter p that describes the fraction of variants in the

second component associated with the two phenotypes. The LKJ

prior with h ¼ 2 was used for the correlation matrices in SQi
and

SU. The other priors are ti � cauchyð0;2:5Þ, p � Dirð1Þ. We used

MVPMM to estimate genetic correlations with different priors

for 12 phenotypes where cases were defined using either family

history of disease or diagnosis from hospital records and verbal

questionnaire responses, and we found that the parameter esti-

mates were robust to choice of priors (see Table S1). This is consis-

tent with the large number of LD-independent variants used in the

model quickly overwhelming the priors. The parameter estimates

for the different priors reported in Table S1 are point estimates ob-

tained by maximizing the joint posterior using Stan’s ‘‘opti-

mizing’’ function.

Estimating Genetic Parameters Using MVPMM

We implemented MVPMM using the Stan probabilistic pro-

gramming language and used MVPMM to estimate genetic pa-

rameters for a given pair of GWAS summary statistics as fol-

lows. First, we obtained GWAS summary statistics (effect size

and standard error) for 361,436 LD-independent autosomal var-

iants; these 361,436 LD-independent variants were identified

using plink (�indep 50 5 2). In order to remove variants

with uncertain effect size estimates, for a given pair of pheno-

types, the 361,436 LD-independent variants were filtered to

include only those whose standard error was less than 0.2 in

both phenotypes. We then performed Markov chain Monte

Carlo (MCMC) sampling using Stan with four chains for 500 it-

erations with 100 burn-in iterations. We calculated the bR statis-

tic for the genetic correlation parameter U21 to evaluate

whether the MCMC sampling converged. For four phenotypes

(Parkinson’s disease, pancreatitis, hypertension, and angina)

with bR > 1:1, we repeated MCMC sampling with four chains

for 1,000 iterations with 200 burn-in iterations. We excluded

bronchiectasis for the combined phenotyping versus hospital

record phenotyping because MCMC sampling was extremely

slow (500 iterations did not finish in 7 days).

We ran MVPMM for GWAS using cases defined based on either

hospital records or questionnaire responses for 51 medical pheno-

types. We then filtered out five phenotypes (peritonitis, fractured

upper arm/humerus/elbow, bone disorder, stomach disorder, and

fibromyalgia) which had unrealistic polygenicity estimates

ðp > 0:4Þ that indicated model failure and five phenotypes (back

pain, appendicitis, endometriosis, benign breast lump, and
The Ame
whooping cough/pertussis) which had bR > 1:1, indicating that

the MCMC sampling did not converge.

Parameter estimates are plotted as dots that indicate themean of

the posterior distribution and bars that show the 95% highest pos-

terior density (HPD). The 95%HPD is the smallest interval that in-

cludes 95% of the density of the posterior distribution.

Effect Size Attenuation Estimates
We calculated the attenuation for each GWAX as

U21$ðtGWAS =tGWAXÞ where U21 is the estimated genetic correlation

between the GWAS and GWAX, tGWAS is the estimated scale

parameter for the GWAS, and tGWAX is the estimated scale param-

eter for the GWAX. The attenuation was calculated for each

MCMC sample to obtain a posterior distribution of the attenua-

tion for each GWAS/GWAX pair.

For attenuation scatterplots, GWAS summary statistics and p

values were obtained for each GWAX/GWAS pair for the variants

used as input to MVPMM. The following procedure was used to

identify variants with reasonable effect size estimates to plot to

demonstrate attenuation. Variants were filtered to include only

those with p < 0:001 in both GWAS and GWAX. If there were

less than 500 variants with p < 0:001 in both GWAS and

GWAX, the p value filter threshold was increased by a factor of

two until there were at least 500 variants or the threshold ex-

ceeded 0.01. This resulted in a set of variants with effect sizes

that could be compared between GWAX and GWAS.

Power Calculations
Power calculations were performed using a forked version of the

GeneticsDesign Bioconductor package (see Web Resources). Dis-

ease prevalence was estimated as the total number of cases identi-

fied by combining hospital records and verbal questionnaire re-

sponses and dividing by the total number of subjects. We

calculated power curves for medical phenotypes with genetic cor-

relation greater than 0.8 and GWAX phenotypes with genetic cor-

relation greater than 0.9.
Results

Phenotyping, GWAS, and Genetic Parameter Estimation

In order to perform GWAS and estimate genetic parame-

ters, we stratified 337,199 European-ancestry UK Biobank

subjects into cases and controls for 41 binary medical phe-

notypes through the use of hospital records or verbal ques-

tionnaire responses available from the UK Biobank (Table

S2).29 The hospital records consist of hospital in-patient re-

cords (National Health Service Hospital Episode Statistics),

cancer diagnoses from national cancer registries, and

causes of death from national death registries. The verbal

questionnaire data consisted of a computer survey that

asked participants whether they had a history of several

different illnesses followed by a verbal interview with a

nurse to gain further confirmation of the selected diagnosis

(Figure 1A–1B). The number and total fraction of cases as-

certained from hospital records or questionnaire responses

differed among phenotypes, although each phenotype

had at least 500 cases ascertained from each method

(Figure 1C–1D, Table S2). More than 80% of cases were

identified using only one of the phenotyping methods
rican Journal of Human Genetics 106, 611–622, May 7, 2020 613



Figure 1. UK Biobank Phenotype Counts and Asthma Genetic Associations
(A and B) Screenshot of UK Biobank questionnaire where participants can (A) indicate that they have been diagnosed with specific
cancers or other illnesses and (B) specify at what age they were diagnosed.
(C and D) Number of cases for each of 41 medical phenotypes where cases are defined using hospital records (blue), questionnaire
responses (orange), or both combined (gray).
(E and F) Manhattan plots for asthma genome-wide association studies (GWAS) with cases defined by (E) hospital records or (F) ques-
tionnaire responses. Loss-of-function andmissense variants with p< 53 10-8 are colored blue and green, respectively. Grey dots indicate
all other variants.
for 20 of the phenotypes, and 10 phenotypes had substan-

tial overlap (>33%) in cases identified by both hospital re-

cords and verbal questionnaire data. Overall, however, 32/

41 and 20/41 phenotypes had at least 25% of cases derived

solely from hospital records or questionnaire data, respec-

tively, indicating that both phenotyping methods add a

substantial proportion of cases for most diseases

(Figure 1C–1D).

For eachphenotype,weused casesdefinedbasedoneither

hospital records or verbal questionnaire responses to

perform GWAS for 784,257 variants genotyped by array

(see Material and Methods). For example, for asthma, we

defined 21,445 cases through the use of hospital records

and 39,483 cases through the use of questionnaire re-

sponses; among those cases, 17,302 were shared between
614 The American Journal of Human Genetics 106, 611–622, May 7,
both phenotyping methods. Performing GWAS for each

phenotyping method yielded similar Manhattan plots,

though therewas less power to detect associations for hospi-

tal records, as we expected due to the lower number of cases

(Figure 1E–1F). For instance, the p value for the reported

association between the protein truncating variant

rs146597587 in IL33 and asthma is 7.1 3 10�7 for hospital

records and 2.4 3 10�14 for questionnaire responses.30

While these results illustrate the usefulness of the verbal

questionnaire data, it is difficult to draw conclusions about

the overall agreement between the two phenotyping

methods outsideof the small number of topGWASfindings.

To estimate the agreement between phenotyping using

hospital records and phenotyping using verbal question-

naire responses for identifying genetic associations, we
2020



Figure 2. Estimated Genetic Correlations for Hospital Record and Verbal Questionnaire GWAS
The first panel from left indicates the fraction of cases that were ascertained from hospital records only (blue), questionnaire responses
only (orange), or both phenotyping methods (green). The second panel shows the number of cases ascertained from hospital records
(blue) and questionnaire responses (orange). The third panel shows the estimated genetic correlation from the multivariate polygenic
mixture model (MVPMM); the dots represent the means of the posterior distributions, and the error bars are the 95% highest posterior
density (see Material and Methods).
developed a Bayesian mixture model, MVPMM, and

applied it to GWAS summary statistics (effect size estimate

and standard error of effect size estimate) for the 41

medical phenotypes where cases were defined for each

phenotype by using either hospital in-patient records or

self-reported verbal questionnaire responses (Table S2).

MVPMM estimates genetic parameters including genetic

correlation, polygenicity, and scale of effect sizes by

modeling GWAS summary statistics as drawn from either

a null component where the true effect of the variant on

the phenotype is zero or a non-null component where

the true effect of the variant on the phenotype is non-

zero. For both components, summary statistics (treated as

the data) for each variant are modeled as being drawn

from a multivariate normal distribution with zero mean

and unknown covariance matrix. For the null component,

the covariance matrix uses the standard error of the effect

size estimate and estimates the correlation of errors that

may be due to shared subjects. The covariance matrix for

the non-null component combines the error covariance

matrix from the null component with another covariance
The Ame
matrix that captures the genetic correlation between the

phenotypes being considered. This model allows us to

estimate (1) the genetic correlation between two pheno-

types, (2) the fraction of loci that belong to the non-null

component for both phenotypes (polygenicity), and (3)

the scale of the genetic effects for each phenotype (see Ma-

terial and Methods).

GWAS Based on Hospital Records or Questionnaire

Responses

To systematically examine whether the GWAS results for

phenotyping using hospital records or questionnaire re-

sponses agreed across a broader range of associations, we

applied MVPMM to the GWAS summary statistics for the

41 phenotypes in order to estimate the genetic correlation

between the results of both phenotyping methods

(Figure 2, Table S3, Materials and Methods). The genetic

correlation estimates fromMVPMMwere robust according

to the bR statistic (Figure S1) and agreed in large part with

those from LD score regression (Figure S2).31 We found

that 21/41 phenotypes had genetic correlations greater
rican Journal of Human Genetics 106, 611–622, May 7, 2020 615



than 0.9; this result indicates strong agreement of genetic

effects between cases identified using hospital records

and those identified using verbal questionnaire data.

Another 6/41 phenotypes had genetic correlations greater

than 0.8; this indicates moderate agreement between the

two phenotyping methods. For instance, the genetic corre-

lation for asthma as defined by the two phenotyping

methods was 0.96 (95% HPD 0.95–0.98, see Material and

Methods). We identified 43,626 total asthma cases be-

tween both phenotyping methods, 40% of which were

identified by both methods and 51% of which were identi-

fied only based on the verbal questionnaire responses.

These results indicate that the large number of asthma

cases contributed by the verbal questionnaire responses

capture similar disease genetics to those of the cases indi-

cated by hospital records. We observed similar results,

where a large number of cases were identified from ques-

tionnaire responses, for several other diseases such as anky-

losing spondylitis, psoriasis, myocardial infarction, gout,

and others (Figure 2); this demonstrates that the two phe-

notyping methods agree for a range of phenotypes

including both chronic and acute conditions.

There were 14 phenotypes that had genetic correlations

less than 0.8, a result that indicates less agreement between

cases defined based on hospital records and those defined

based on questionnaire data, though notably several of

these pairs were predicted to have positive, non-zero corre-

lations (Figure 2). For instance, the genetic correlations for

migraine (0.38, 95% HPD: 0.15–0.59), diabetes (0.58, 95%

HPD: 0.52–0.63), peripheral vascular disease (0.55, 95%

HPD: 0.25–0.81), and carpal tunnel syndrome (0.19, 95%

HPD: �0.34–0.53) were all less than 0.8; this indicates

that there may be differences in the case populations

captured by the phenotyping methods for these diseases.

The Manhattan plots for these phenotypes are also

different for the two phenotyping methods, a result which

demonstrates that even the top associations are not neces-

sarily consistent between the two methods for these phe-

notypes (Figure S3).

To further explore these genetic correlations of less than

0.8, we compared the UK Biobank hospital record and

questionnaire GWAS summary statistics to GWAS sum-

mary statistics from published studies that did not use

the UK Biobank for migraine and diabetes as well as rheu-

matoid arthritis, which had a high genetic correlation

(0.996, 95% HPD: 0.993–0.999).23–26 We subsetted the

published GWAS associations to LD-independent variants

that were used to estimate genetic correlations with

MVPMM and that had p < 1 3 10�5 in the published

studies, and we compared the estimated effect sizes from

the published studies to the effect sizes from GWAS per-

formed using hospital records or questionnaire data from

the UK Biobank. We found that there was good agreement

in the direction of estimated effect sizes between hospital

record and questionnaire GWAS and the published effect

sizes for rheumatoid arthritis, and these results were

consistent with the high estimated genetic correlation be-
616 The American Journal of Human Genetics 106, 611–622, May 7,
tween hospital record and questionnaire GWAS (Figure S4).

The effect sizes for verbal questionnaire GWAS for

migraine and diabetes also agreed with the published

GWAS, but the effect sizes for hospital record GWAS

differed in direction for more loci. Additionally, the hospi-

tal record and questionnaire effect sizes were consistent for

rheumatoid arthritis but were less consistent for migraine

and diabetes (Figure S4). These results indicate that for

migraine and diabetes, the power to detect associations

in the hospital record GWAS may be affected by the small

number of hospital record cases and relatively large num-

ber of cases identified from questionnaire data that are

included as controls for the hospital record GWAS

(Figure 2), and these results also demonstrate that it is

particularly important to consider cases derived from ques-

tionnaire data for some phenotypes that have a small num-

ber of hospital record cases.

Given the high genetic correlation between the two phe-

notyping methods for many of the phenotypes tested

here, we combined together cases from both phenotyping

methods, performed GWAS analysis using the combined

cases, and used MVPMM to estimate genetic parameters

between GWAS summary statistics from combined cases

and those from questionnaire cases or hospital record cases

(Table S3). We found a high correlation between the

combined GWAS and GWAS performed using either ques-

tionnaire cases or hospital record cases. 29 phenotypes had

genetic correlations greater than 0.8 for the hospital record

GWAS, and 33 phenotypes had correlations greater than

0.8 for the verbal questionnaire GWAS. We compared the

estimates fromMVPMM for the scale of effects, which cap-

tures how strong the genetic effects are for each phenotype

definition, and we found that the scale of effects generally

agreed between the combined GWAS and the question-

naire or hospital record GWAS (Figure 3A–3B); this finding

indicates that there is not a large amount of effect size

attenuation due to combining the phenotyping methods.

In order to investigate the practical impact of including

cases ascertained from questionnaire responses, we calcu-

lated the power to detect associations using the combined

cases compared to using either the questionnaire or hospi-

tal record cases, and we found an increase in power for de-

tecting associations for both risk and protective rare vari-

ants (Figure 3C–3D, Figures S5 and S6). The increase in

power differs across phenotypes depending on the fraction

of total cases that are added by including cases ascertained

from questionnaire data. Notably, identifying additional

cases caused a larger increase in the power to detect rare

protective variants which are especially useful for identi-

fying therapeutic targets.14,17,18,32

GWAS Using Disease Diagnosis or Family History of

Disease

Another approach for identifying loci associated with dis-

ease is a GWAX, in which cases are defined as biobank par-

ticipants that have a relative with a particular disease.12,13

We estimated genetic parameters for 15 diseases by using
2020



Figure 3. Scale of Genetic Effects and Power Estimates
(A and B) Estimates of scale of genetic effects ðtÞ from themultivariate polygenic mixture model (MVPMM) for genome-wide association
studies (GWAS) summary statistics generated using cases ascertained from hospital records and verbal questionnaire (combined) versus
summary statistics generated using only cases ascertained from (A) hospital records or (B) verbal questionnaires; the dots represent the
means of the posterior distributions and the error bars are the 95% highest posterior density (HPD). Phenotypes whose 95%HPD size for
t was less than 0.1 for both hospital record and verbal questionnaire comparisons are plotted.
(C and D) Statistical power to detect associations between rare genetic variants at different minor allele frequencies for (C) asthma and
(D) psoriasis in the UK Biobank. Dot-dash lines show power for GWAS performed using only cases ascertained from hospital records, and
dotted lines show power for GWAS performed using cases ascertained from both hospital records and verbal questionnaire data. Top
panel shows power for rare risk variants and bottom panel shows power for rare protective variants. Different colors indicate power
for different association effect sizes. The only parameters that differ between the dot-dash lines and dotted lines of a given color are
the numbers of cases and controls; data represented by the dot-dash lines include cases that were identified from hospital record
data, and data represented by the dotted lines include cases identified from either hospital record or verbal questionnaire data.
summary statistics from a traditional GWAS in which cases

were identified from hospital records and/or from ques-

tionnaire responses and summary statistics for the same

disease from a GWAX based on the presence of disease in

the parents of the subject (ascertained from questionnaire

data). We includedmultiple disease definitions for diabetes

and emphysema that rely on different aspects of the UK

Biobank phenotyping data. We restricted our analysis to

diseases with at least 1,000 GWAS cases (except for Alz-

heimer’s disease), though notably, the number of cases is

generallymuch larger for GWAX than for GWAS.We found

that the genetic correlation was greater than 0.9 for 10/15

comparisons and that four comparisons had genetic corre-

lations less than 0.8 (Figure 4, Table S3). One of the com-

parisons with genetic correlation less than 0.8 was family

history of ‘‘severe depression’’ and ‘‘mania/bipolar disor-

der/manic depression.’’ In this case, these two case defini-
The Ame
tions were matched due to the word ‘‘depression,’’ but

they actually capture two different diseases, depression

and bipolar disorder, and the low genetic correlation re-

flects this. Another comparison with genetic correlation

less than 0.8 is type 1 diabetes and family history of dia-

betes. However, family history of diabetes has a high corre-

lation with other diabetes definitions that likely include

type 2 diabetes cases, indicating that family history of dia-

betes mostly captures cases for type 2 diabetes; this is

consistent with the higher prevalence of type 2 diabetes

in the UK Biobank.33

Because our GWAX uses subjects whose parents had a

particular disease, we expect that the effect sizes of the

associated variants identified by GWAX will be attenuated

relative to the effect sizes estimated fromGWAS.13We used

the scale of effects estimates for each phenotype to esti-

mate the attenuation for GWAX compared to combined
rican Journal of Human Genetics 106, 611–622, May 7, 2020 617



Figure 4. Estimated Genetic Correlations
for Family History and Combined Hospital
Record and Verbal Questionnaire GWAS
The first panel from left indicates the num-
ber of cases ascertained from combined
hospital records and questionnaire re-
sponses (blue) or family history of disease
(pink). The second panel shows the num-
ber of cases overlapping between both phe-
notyping methods. The third panel shows
the estimated genetic correlation between
genome-wide association studies (GWAS)
and genome-wide association study by
proxy (GWAX) from multivariate poly-
genic mixture model (MVPMM); the dots
represent the means of the posterior distri-
butions and the error bars are the 95%
highest posterior density.
hospital record and/or verbal questionnaire GWAS for the

10 phenotypes with genetic correlations greater than 0.9.

We found that the estimated attenuation factors ranged

from 0.24–0.54 and that estimated effect sizes were gener-

ally scaled consistently with the estimated attenuation fac-

tor (Figure 5A–5C, Figure S7). Although the smaller effect

sizes of GWAXmay decrease the power to detect genetic as-

sociations compared to GWAS in the UK Biobank, we find

that, in practice, this decrease in power is offset by much

larger case sizes in GWAX for some phenotypes

(Figure 5D and 5E, Figures S8 and S9). For instance, the po-

wer to detect associations for chronic bronchitis and/or

emphysema, diabetes, and Alzheimer’s disease is higher

when using GWAX, whereas the power to detect associa-

tions is higher with combined hospital record and verbal

questionnaire GWAS for other phenotypes, such as pros-

tate cancer.
Discussion

In this study, we present a method, called theMPVMM, for

estimating genetic parameters fromGWAS summary statis-

tics, and we use the method to evaluate the extent to

which GWAS using cases ascertained from hospital re-

cords, verbal questionnaire responses, and family history

of disease agree across 41 diverse medical phenotypes.

We found that GWAS using cases ascertained from hospital

records or questionnaire responses had genetic correlation

greater than 0.8 for 27 of the 41 phenotypes; this indicates

that the two phenotyping methods identify similar disease
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genetics for many complex diseases.

Combining both phenotyping

methods for GWAS does not greatly

alter effect size estimates relative to

using either method individually,

but due to the increased number of

cases, it does increase power to iden-

tify genetic associations. We also

showed that GWAX, where family his-
tory of disease is used to identify cases, has genetic correla-

tion greater than 0.8 with combined hospital record and

questionnaire GWAS for 11 of 16 pairs of traits analyzed;

this demonstrates that the GWAX approaches based on

digital phenotyping can also be used to identify variant-

disease associations. Finally, we showed that the power

to detect genetic associations in the UK Biobank is greater

for GWAX than GWAS for chronic bronchitis and/or

emphysema, diabetes, and Alzheimer’s disease.

Although we observed genetic correlation greater than

0.8 for 27 of 41 phenotypes for GWAS using cases ascer-

tained from hospital records or verbal questionnaire, we

did find low genetic correlation in some cases. Some of

the phenotypes with low genetic correlation likely are

mainly driven by environmental factors or have low heri-

tability; these phenotypes include finger and tibia frac-

tures, Helicobacter pylori infection, and carpal tunnel syn-

drome.34 We did identify some common diseases, such as

peripheral vascular disease, migraine, and diabetes, that

had low, though positive, genetic correlations. These lower

correlations could be caused by differences in the case pop-

ulations captured by the two phenotyping methods. For

instance, peripheral vascular disease patients identified

from hospital records may have more severe disease that

has required a hospital visit compared to cases that only re-

ported the disease in their questionnaire. Differences in

disease subtypes between cases identified by the two phe-

notypingmethods, as well as incorrect ICD-10 code assign-

ment or self-reporting of diagnoses, may also drive differ-

ences between GWAS using the two phenotyping

methods.35 In the cases of diabetes and migraines, the



Figure 5. GWAS Effect Size Attenuation,
Scale Effects, and Power Estimates Family
History GWAS
(A) Boxplots of the posterior distribution of
effect size attenuation (see Material and
Methods) from genome-wide association
study by proxy (GWAX) using cases ascer-
tained based on family history of disease
versus genome-wide association studies
(GWAS) using cases ascertained using com-
bined hospital records and verbal question-
naire responses.
(B and C) Effect sizes ðbÞ and standard er-
rors (error bars) for family history GWAX
(y axis) versus combined hospital records
and verbal questionnaire responses GWAS
(x axis) for (B) chronic bronchitis and/or
emphysema and (C) prostate cancer. The
dark green line indicates the mean of the
posterior distribution of attenuation from
the multivariate polygenic mixture model
(MVPMM) and the light green lines indi-
cate lower and upper bounds of 95% high-
est posterior density of attenuation (see
Material and Methods).
(D and E) Statistical power to detect associ-
ation between rare genetic variants at
different minor allele frequencies for (D)
chronic bronchitis and/or emphysema
and (E) prostate cancer in the UK Biobank.
Solid lines show power for GWAS per-
formed using cases ascertained from hospi-
tal records and questionnaire responses,
and dashed lines show power for GWAS
performed using cases ascertained from
family history of disease. Top panel shows
power for rare risk variants and bottom
panel shows power for rare protective vari-
ants. Different colors indicate power for
different association effect sizes. The only
parameters that differ between the solid
lines and dashed lines of a given color are
the numbers of cases and controls.
relatively small number of cases identified from hospital

records compared to the number of cases identified from

questionnaire responses may underlie the low genetic cor-

relation observed between the two GWAS approaches.

Future studies that perform higher-resolution or longitudi-

nal phenotyping, which canmore accurately identify cases

and controls, can be used to further investigate the causes

underlying heritable diseases that have low genetic correla-

tion in this study.

Because we independently ascertained cases based on

hospital records or verbal questionnaire responses for

this study, there are varying levels of overlap between the

cases used for GWAS for the two phenotyping methods

(Figure 2). For instance, nearly 60% of multiple sclerosis

cases were identified using both phenotyping methods

while only 1% of essential hypertension cases were identi-

fied by both. Because overlapping samples may bias ge-

netic correlation estimates derived from GWAS summary

statistics, the MVPMM model includes a term SUi
in the

covariance matrix for the non-null component of the
The Ame
mixture model; this captures the contribution of shared

samples to the GWAS effect sizes. In practice, we observed

that this parameter was highly correlated with sample

overlap as expected, although we did find that an increase

of 10% in the percentage of shared cases corresponded to

�1% increase in genetic correlation for phenotypes with

genetic correlation greater than 0.8 (b¼ 0.116, 95% confi-

dence interval: �0.02–0.251, p ¼ 0.091) in a model that

also accounted for the total number of cases. It is possible

that this may represent bias in the genetic correlation esti-

mates fromMVPMMdue to sample overlap, though the ef-

fect on genetic correlation estimates is likely negligible for

the purpose of broadly assessing genetic correlation.

This work demonstrates that power to detect genetic as-

sociations in population biobanks is improved by using

diverse phenotyping approaches to improve the classifica-

tion of subjects into cases and controls. The power to

detect associations in biobanks can be affected in different

ways when phenotyping is inaccurate. For instance, phe-

notyping quality may be associated with disease severity:
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it may be more likely for subjects with more severe disease

to be identified as cases. In this scenario, GWAS may iden-

tify variants that are associated with severe forms of dis-

ease. Because diseases are observed at population preva-

lence in biobanks, and most biobank subjects do not

have a given disease, the power to detect associations is

most improved by identifying cases that are incorrectly

labeled as controls. This was observed for diabetes and

migraine, for which the number of hospital record cases

was low compared to the number of questionnaire cases,

impacting the power of the hospital record GWAS. It is

also possible that phenotyping quality may vary across

different phenotypes. Some phenotypes may be difficult

to ascertain or confused with other phenotypes, such as

migraines and headaches. While it is clear that incorrect

classification of cases as control is problematic for GWAS,

these results indicate that the extent of incorrect classifica-

tion can vary across phenotypes in a biobank study.

The high genetic correlation between GWAS based on

questionnaire data and GWAS based on hospital records

shows that the two methods capture similar disease ge-

netics for many diseases, though some diseases have low

genetic correlation for GWAS using the two phenotyping

approaches. In the UK Biobank, participants completed a

touchscreen questionnaire and had a follow-up interview

with a nurse to discuss any diagnoses for major illnesses

and procedures. Future studies will explore to what extent

other digital or questionnaire phenotyping approaches

such as phone or internet applications, waiting room sur-

veys, or features extracted by natural language processing

also identify similar disease genetics to those identified

by GWAS that ascertain cases using more traditional

recruitment methods. Such comparisons may be aided by

the adoption of standardized questionnaire approaches

across datasets or biobanks so that digital phenotyping

methods can easily be shared in the way that phenotyping

based on structured medical data is now shared.36 The re-

sults from this study illustrate how such efforts will benefit

GWAS in population-scale biobanks by improving power

to detect novel genetic associations.
Supplemental Data

Supplemental Data can be found online at https://doi.org/10.

1016/j.ajhg.2020.03.007.
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GeneticsDesign Bioconductor package, https://bioconductor.org/

packages/devel/bioc/html/GeneticsDesign.html

Global Biobank Engine, https://biobankengine.stanford.edu

GWAS Catalog, www.ebi.ac.uk/gwas/

International Headache Genetics Consortium, www.

headachegenetics.org/

logistf(), https://cran.r-project.org/web/packages/logistf/index.html

Modified GeneticsDesign package, https://github.com/

cdeboever3/GeneticsDesign

UK Biobank access management system, https://amsportal.

ukbiobank.ac.uk/

UK Biobank application 24983, http://www.ukbiobank.ac.uk/

wp-content/uploads/2017/06/24983-Dr-Manuel-Rivas.pdf
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P., Lehtimäki, T., Raitakari, O.T., Järvelin, M.-R., Salomaa, V.,

Ala-Korpela, M., et al. (2016). metaCCA: summary statistics-

based multivariate meta-analysis of genome-wide association

studies using canonical correlation analysis. Bioinformatics

32, 1981–1989.

29. Bycroft, C., Freeman, C., Petkova, D., Band, G., Elliott, L.T.,

Sharp, K., Motyer, A., Vukcevic, D., Delaneau, O., O’Connell,

J., et al. (2018). The UK Biobank resource with deep phenotyp-

ing and genomic data. Nature 562, 203–209.

30. Smith, D., Helgason, H., Sulem, P., Bjornsdottir, U.S., Lim,

A.C., Sveinbjornsson, G., Hasegawa, H., Brown, M., Ketchem,

R.R., Gavala, M., et al. (2017). A rare IL33 loss-of-functionmu-

tation reduces blood eosinophil counts and protects from

asthma. PLoS Genet. 13, e1006659.

31. Bulik-Sullivan, B., Loh, P.-R., Finucane, H., Ripke, S., and Yang,

J., Schizophrenia Working Group Psychiatric Genomics Con-
622 The American Journal of Human Genetics 106, 611–622, May 7,
sortium (2014). Patterson, N., Daly, M.J., Price, A.L., and

Neale, B.M (LD Score Regression Distinguishes Confounding

from Polygenicity in Genome-Wide Association Studies).

32. Cohen, J.C., Boerwinkle, E., Mosley, T.H., Jr., and Hobbs, H.H.

(2006). Sequence variations in PCSK9, low LDL, and protec-

tion against coronary heart disease. N. Engl. J. Med. 354,

1264–1272.

33. Thomas, N.J., Jones, S.E., Weedon, M.N., Shields, B.M.,

Oram, R.A., and Hattersley, A.T. (2018). Frequency and

phenotype of type 1 diabetes in the first six decades of

life: a cross-sectional, genetically stratified survival analysis

from UK Biobank. Lancet Diabetes Endocrinol. 6, 122–

129.

34. Wiberg, A., Ng, M., Schmid, A.B., Smillie, R.W., Baskozos, G.,
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Supplemental Figures 
 

 
Figure S1. MVPMM  Values. Histogram of  values demonstrating MCMC convergence for 
parameters estimated by MVPMM using GWAS summary statistics for 41 phenotypes where 
cases were defined using hospital records or verbal questionnaire responses. 

 



 

 
Figure S2. Comparison of Genetic Correlation Estimates from MVPMM and LD Score 
Regression. (A,B) Genetic correlation estimates from MVPMM (x-axis) and LD score 
regression (y-axis) using (A) GWAS summary statistics generated using disease definitions 
from hospital records or verbal questionnaire responses (minimum 1,500 cases for each) or 
(B) GWAS summary statistics from disease diagnosis or family history of disease (minimum 
1,500 cases for each). X-axis error bars are 95% highest posterior densities and y-axis error 
bars are standard errors. 

 
 



 

 
Figure S3. Hospital Record, Verbal Questionnaire, and Combined GWAS Manhattan Plots for 
Three Phenotypes. (A-C) Manhattan plots for migraine where cases were ascertained from 
hospital records (A), questionnaire responses (B), or both methods combined (C). (D-F) 
Manhattan plots for peripheral vascular disease where cases were ascertained from hospital 
records (D), questionnaire responses (E), or both methods combined (F). (G-I) Manhattan 
plots for carpal tunnel syndrome where cases were ascertained from hospital records (G), 
questionnaire responses (H), or both methods combined (I). For all panels, loss of function 
and missense variants with p<5e-8 are colored blue and green, respectively. Grey dots 
indicate all other variants. 

 
 



 

 
Figure S4. Comparison of Estimated Effect Sizes from UK Biobank Verbal Questionnaire and 
Hospital Record GWAS to Published GWAS Effect Sizes. Comparison of estimated effect 
sizes for migraine (A-C), diabetes (D-F), and rheumatoid arthritis (G-I) associations from 
GWAS using cases defined by UK Biobank questionnaire responses, GWAS using cases 
defined by hospital records, or published GWAS results. Effect sizes are plotted for variants 
that were used in MVPMM genetic correlation estimates for each phenotype and had p<1e-5 
in the summary statistics for the published GWAS study. Chromosome 6 variants were not 
plotted for rheumatoid arthritis to remove associations driven by the major histocompatibility 
complex. Error bars are standard errors for estimated effect sizes. 

 



 

 



 

 
Figure S5. Statistical Power to Detect Risk Associations for Rare Variants. Power to detect 
rare risk associations among white British subjects in the UK Biobank using cases ascertained 
using only hospital records (dash-dot lines) or ascertained using hospital records and 



 

questionnaire responses (dotted lines). All phenotypes plotted had a mean posterior genetic 
correlation of at least 0.8. The only parameters that differ between the dot-dash lines and 
dotted lines of a given color are the number of cases and controls; the dotted lines include 
cases that were identified from verbal questionnaire data that are otherwise classified as 
controls for the the dot-dash lines. 

 



 

 



 

 
Figure S6. Statistical Power to Detect Protective Associations for Rare Variants. Power to 
detect rare protective associations among white British subjects in the UK Biobank using 
cases ascertained using only hospital records (dash-dot lines) or ascertained using hospital 



 

records and questionnaire responses (dotted lines). All phenotypes plotted had a mean 
posterior genetic correlation of at least 0.8. The only parameters that differ between the dot-
dash lines and dotted lines of a given color are the number of cases and controls; the dotted 
lines include cases that were identified from verbal questionnaire data that are otherwise 
classified as controls for the the dot-dash lines. 

 
 



 

 



 

Figure S7. Estimated Effect Sizes and Effect Size Attenuation for Family History GWAX and 
Combined Hospital Record/Verbal Questionnaire GWAS. Attenuation estimates (green line, 
95% highest posterior density indicated by light green lines) and estimated effect sizes (error 
bars are standard errors) for GWAS summary statistics from eight traits where cases were 
defined by either combined hospital record/verbal questionnaire data (x-axis) or family history 
of disease (y-axis). 

 
 



 

 
Figure S8. Statistical Power to Detect Risk Associations for Rare Variants using Family 
History of Disease. Power to detect rare risk associations among white British subjects in the 
UK Biobank using cases ascertained using hospital records and questionnaire responses 
(solid line) or family history of disease (dashed). The only parameters that differ between the 
solid lines and dashed lines of a given color are the number of cases and controls. 

 



 

 

 
Figure S9. Statistical Power to Detect Protective Associations for Rare Variants using Family 
History of Disease. Power to detect rare protective associations among white British subjects 
in the UK Biobank using cases ascertained using hospital records and questionnaire 



 

responses (solid line) or family history of disease (dashed). The only parameters that differ 
between the solid lines and dashed lines of a given color are the number of cases and 
controls. 

Supplemental Tables 
Table S1. MVPMM genetic parameter estimates using different priors for for 12 phenotypes 
where cases were defined using either family history of disease or diagnosis from hospital 
records and verbal questionnaire responses. The parameter estimates are point estimates 
obtained by maximizing the joint posterior using Stan’s “optimizing” function. 
 
Table S2. Number of cases ascertained by hospital records, verbal questionnaire responses, 
and family history of disease. 
 
Table S3. MVPMM genetic parameter estimates for comparisons of GWAS using hospital 
records versus questionnaire data, combined hospital records and questionnaire data versus 
either hospital records or questionnaire data, and family history GWAX versus combined 
hospital records and questionnaire data. 
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