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Online Methods 
 
All experiments were performed according to methods approved by the Janelia Institutional 
Animal Care and Use committee (Protocol 12-84 & 15-126). 
 
Surgery and training  

All in vivo experiments were performed in 6-12 week-old mice of either sex.  All 
surgical procedures were performed under deep isoflurane or ketamine/xylazine anesthe-
sia.  After locally applying topical anesthetics, the scalp was removed, and the skull was 
cleaned. Then the skull was leveled and locations for the craniotomies for the whole-cell 
patch clamp and local field potential (LFP) recordings were marked using the following 
stereotactic coordinates: for the whole-cell recording 2.0 mm posterior from Bregma and 
1.7 mm lateral from the midline; for the LFP recording 3.6 mm posterior from Bregma and 
1.7 mm lateral from the midline. Then the skull was covered with super glue.  As soon as 
the glue had dried custom-made titanium head bars with an opening over the hippocampus 
were attached to the skull using dental acrylic.  5-7 days after the head bar surgery running 
wheels were added to the home cages and mice were placed on water restriction (1.5 
ml/day).  After a period of 3-5 days of adapting the animals to being handled by the exper-
imenter, animals were trained on the linear treadmill for 5-10 days.  Mice were trained to 
run for a 10% sucrose/water reward delivered through a licking port once for every com-
plete rotation of the belt (=lap of 180 cm).  Mice were supplemented with additional water 
after training sessions to guarantee daily water intake of 1.5 ml/day.  Mice were trained 
until the number of laps completed per day was similar for 2-3 days.  The day prior to the 
first recording session the mice were anesthetized using isoflurane or ketamine/xylazine 
and two small (approximately 0.5 mm in diameter) craniotomies, one for the whole-cell 
patch electrode and one for the LFP electrode, were drilled at the previously marked posi-
tions.  The dura was, if possible, left intact and craniotomies were covered with silicone 
elastomer.  

 
Behavioral set up and control 
The linear track treadmill consists of a belt made from velvet fabric that is enriched with 
visual and tactile cues as previously described19,20.  The belt is self-propelled and divided 
up into three sectors enriched each with a different type of local cue.  The sucrose/water 
reward was delivered through a custom-made lick port controlled by a solenoid valve.  
Photoelectric sensors were positioned at three locations on the belt and used to trigger the 
reward delivery, laser shutter, and current injections.  The animal’s speed was measured 
using an encoder attached to one of the wheel axles.  The valve, sensors, and encoder were 
controlled with microprocessor-controlled behavioral control system interfaced with a 
Matlab GUI.  A separate microprocessor interfaced with a Matlab GUI was used to control 
the laser shutter and current injections based on the animal’s relative position on the belt.   
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In vivo electrophysiology    
For each animal, the depth of the pyramidal cell layer was detected using the LFP.  For this 
purpose, glass electrodes (1.5-3.5 MΩ) were filled with 0.9% NaCl.  The extracellular elec-
trode used to determine the pyramidal cell depth for whole cell recording was mounted 
vertically on a micromanipulator.  The LFP signal was monitored using an audio amplifier 
and the electrode was advanced through the cortex.  The pyramidal cell layer (typically 
1.1-1.3 mm below the surface of the brain) was identified when theta modulated spikes 
were prevalent and the ripple amplitude increased.  The extracellular electrode to be used 
for the simultaneous LFP recording during whole-cell patch clamp recordings was mounted 
on a second micromanipulator with a 40-45° angle relative to Bregma and advanced 
through the second more posterior craniotomy.  This electrode was advanced until detec-
tion of the pyramidal cell layer and in some cases retracted ~50 µm along the same axis.  
To measure the phase shift between the LFP electrode location and the location of whole-
cell patch recordings, we recorded the two LFP signals simultaneously.  Whole-cell patch 
electrodes (7-12 MΩ) were filled with intracellular solution containing (in mM): 134 K-
Gluconate, 6 KCl, 10 HEPES, 4 NaCl, 0.3 MgGTP, 4 MgATP, and 14 Tris-phosphocrea-
tine.  Liquid junction potentials were not corrected for.  In some recordings, biocytin 0.2% 
was added to the intracellular solution.  Whole-cell patch electrodes were advanced through 
the cortex with 6-8 psi of pressure.  Upon entry into the hippocampus (approximately 100-
200 µm from depth measured before using the extracellular electrode), the pressure was 
reduced to 0.25-0.35 psi.  Cells were identified by reproducible increases in electrode re-
sistance.  All recordings were made in current clamp using an amplifier and digitized at 20 
kHz. For the nimodipine experiments, the LFP electrode was filled with a solution contain-
ing 125 NaCl, 25 NaHC03, 3 KCl, 1.25 NaH2PO4, 1 MgCl2, 1.3 CaCl2, and 25 dextrose. 
This solution was bubbled for at least 30 minutes and then mixed with the vehicle or vehicle 
+ drug (0.01% DMSO or 0.01%DMSO + 5uM nimodipine). As quickly as was possible 
(~15 minutes) this solution was loaded into the LFP electrode and lowered to the appropri-
ate position. In cases where nimodipine was used the electrode was coated with Sharpie 
ink and the electrode holder covered with foil in order to prevent light induced breakdown 
of the drug.  
 
In vitro electrophysiology 
400 µm transverse hippocampal slices were cut using a vibratome from 6-9 week old male 
C57/Bl6 mice in a solution containing in mM: 210 Sucrose, 25 NaHCO3, 2.5 KCl, 1.25 
NaH2PO4, 0.75 CaCl2, 7 MgCl2, 7 Glucose. Slices were incubated for 30 mins at 35º C, 
and then recorded from at 35º C, in a solution containing: 125 NaCl, 25 NaHC03, 2.5 KCl, 
1.25 NaH2PO4, 1 MgCl2, 2.0 CaCl2, and 25 dextrose. All solutions contained fresh Na py-
ruvate (3 mM) and ascorbic acid (1 mM), and were bubbled with 95% O2 and 5% CO2. 
Cells were visualized using an Olympus BX-61 microscope using a water-immersion lens 
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(40X, 0.8 NA, Olympus, Melville, NY). Whole cell current clamp recordings were per-
formed in active “bridge” mode and analog-filtered at 1 kHz before being digitized at 
50kHz.  Whole-cell patch electrodes (6-8 MΩ) were filled with intracellular solution con-
taining (in mM): 130 Cs-methanesulphonate, 6 KCl, 10 HEPES, 4 NaCl, 0.3 MgGTP, 4 
MgATP, and 14 Tris-phosphocreatine.  Liquid junction potentials were not corrected for.  
Series resistance was maintained between 20-45 MΩ  in an attempt to allow proper filling 
with Cs2+ without overly dialyzing the neurons.  We observed anecdotally in an initial set 
of recordings that plateau duration was relatively uncontrollable (durations >1 s) and that 
cell health (assessed by holding current values > 250 pA and Rin values less than 20 MΩ) 
and EPSP amplitude stability following plateau initiation were compromised in recordings 
where Rseries was less than 20 MΩ.  Although difficult to quantify given the instability, it 
appeared that potentiation was likewise reduced.  Trains of EPSPs were elicited by electri-
cally stimulating (0.1 ms, 0.1-0.5 mA) axons in the Str. radiatum using tungsten microe-
lectrodes (12 MΩ) placed ~200-400 µm away from the recording site.   Input resistance 
was measured using a 50 ms, -25 pA current injection following the EPSP test stimulation.  
Nimodipine was dissolved at 10 mM as a stock solution in ethanol and then further diluted 
to 10 µM by addition of external solution.  Nimodipine containing solutions were protected 
from room light.  D-APV (20 µM) and Gabazine (1-2 µM) were dissolved directly into 
external solutions.   
 
Data analysis 
 Naturally occurring place field induction was detected as the sudden appearance of 
position specific firing (generally appearing within a single lap; see below for definition) 
after a number of trials (>10 laps) in which no position dependent firing was present.  Vm 
traces from the trials immediately preceding the sudden appearance of PF firing were ex-
amined for plateau potentials.   
 To analyze ramps of depolarization (Vm ramp) APs were removed by deleting all 
points 0.26 ms before and 3.4 ms after a threshold value (d Vm /dt = 50 V/s) and the result-
ing trace was low-pass filtered (<3 Hz) using an FIR filter with a 200 ms Hamming win-
dow.  Individual Vm ramp traces were subsequently binned (100 equal sized spatial bins) 
and averaged for time periods covering from 5-10 mins.  Ramp amplitude was quantified 
as the difference between peak (10 cm average around most depolarized value) and the 
baseline (20 cm average around most hyperpolarized value).  Ramp width was determined 
as the distance between positions where ramp Vm amplitude as 0.15 of the peak. The aver-
age velocity of the mouse was calculated from the Vm ramp start (position where ramp 
amplitude was 0.15 of peak) to ramp end (position where ramp amplitude decayed to 0.15 
of peak).  Single trials were used for the naturally-induced place fields and the three trials 
exhibiting the fastest velocities were averaged for the experimentally-induced place fields.  
The speed dependence of Vm ramp width was determined by average the Vm ramps for the 
5 slowest trials and for the 5 fastest trials following the place field induction, with the 
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criterion that the fastest trials had to be at least twice the average velocity of the slowest 
trials.  This criterion was met for 22 of the 27 neurons in the population.       
 The firing fields of single neurons were determined by first dividing the length of the 
belt into 100 bins. For each bin, the number of APs discharged in the bin was divided by 
the time the animal spent in the bin in order to generate a vector of firing rates. The firing 
rate vector was smoothed by a running average (boxcar) of 5 bins.  Periods when the mouse 
ran slower than 5 cm/s were removed from analysis.  Neurons were considered place cells 
if the firing rates of a series of the adjacent bins was 0.2 of the peak for at least 20 cm (10 
bins) and had a mean in-field firing rate more than 3 times larger than the mean out-of-
field firing rate.  Plateau duration determined as amount of time Vm spent more depolarized 
than -30 mV during the 300 ms current injection.  
   
Synaptic plasticity rule – inference from data 
 We assumed that changes in synaptic weights 𝑊𝑊(𝑧𝑧) between a plateau potential 
emitting CA1 cell and a simulated CA3 place cell with preferred location 𝑧𝑧 were linearly 
accumulated during induction trials7 

𝑊𝑊(𝑧𝑧) =  𝑊𝑊0(𝑧𝑧) + 𝛼𝛼 � 𝑅𝑅𝐶𝐶𝐶𝐶1(𝑡𝑡′)𝐾𝐾(𝑡𝑡′
𝑇𝑇

𝑡𝑡,𝑡𝑡′=0

− 𝑡𝑡)𝑅𝑅𝐶𝐶𝐶𝐶3�𝑧𝑧 − 𝑥𝑥𝐶𝐶(𝑡𝑡)�, (1) 

where 𝑊𝑊0(𝑧𝑧) denotes a pre-induction synaptic weight, 𝛼𝛼 is a constant post-synaptic de-
pendent learning rate, 𝑅𝑅𝐶𝐶𝐶𝐶1(𝑡𝑡′) is a binary function that takes the value 1 during a plateau 
potential (300ms duration for induced plateaus), and 0 otherwise. The firing rate of CA3 
cells is characterized by the function 𝑅𝑅𝐶𝐶𝐶𝐶3(𝑥𝑥), peaking at 𝑥𝑥 = 0 and decaying monoton-
ically away from 𝑥𝑥 = 0. The firing rate profile 𝑅𝑅𝐶𝐶𝐶𝐶3�𝑧𝑧 − 𝑥𝑥𝐶𝐶(𝑡𝑡)� mimics the firing time 
course of a CA3 place cell with preferred location 𝑧𝑧 when the animal is moving according 
to the trajectory 𝑥𝑥𝐶𝐶(𝑡𝑡), measured experimentally. The unknown kernel 𝐾𝐾(𝑡𝑡′ − 𝑡𝑡) modu-
lates the synaptic weight changes depending on the activity of the post (pre)- synaptic cells 
at time 𝑡𝑡′(𝑡𝑡), respectively. The experiment runs from time 0 to 𝑇𝑇, time is discretized in 
steps of 15𝑚𝑚𝑚𝑚. 
 We also assumed that the spatial profile of the membrane potential of a CA1 cell 
post-induction, 𝑉𝑉𝑚𝑚(𝑥𝑥), is a linear combination of the pre-synaptic firing rate weighted by 
the learned synaptic weights 

𝑉𝑉𝑚𝑚(𝑥𝑥) =  �𝑊𝑊(𝑧𝑧)
𝐿𝐿

𝑧𝑧=0

𝑅𝑅𝐶𝐶𝐶𝐶3(𝑧𝑧 − 𝑥𝑥), (2) 

where 𝐿𝐿 denotes the length of the circular track (187cm), discretized in 10𝑐𝑐𝑚𝑚 steps. By 
substituting the expression for the learned synaptic weights (Eq 1) in Equation 2, we obtain 

∆𝑉𝑉𝑚𝑚(𝑥𝑥) = 𝑉𝑉𝑚𝑚(𝑥𝑥) −  𝑉𝑉𝑚𝑚0(𝑥𝑥) =  𝛼𝛼�𝐻𝐻(𝑡𝑡
𝑇𝑇

𝑡𝑡=0

)𝑅𝑅�𝐶𝐶𝐶𝐶3�𝑥𝑥 − 𝑥𝑥𝐶𝐶(𝑡𝑡)�.       (3) 

Here 𝑉𝑉𝑚𝑚0(𝑥𝑥) = ∑ 𝑊𝑊0(𝑧𝑧)𝑅𝑅𝐶𝐶𝐶𝐶3(𝑧𝑧 − 𝑥𝑥)𝐿𝐿
𝑧𝑧=0  is the Vm spatial profile before induction, which 
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was either measured when data was available, or assumed to be the minimum of the post-
induction Vm ramp otherwise. 𝐻𝐻(𝑡𝑡) =  ∑ 𝑅𝑅𝐶𝐶𝐶𝐶1(𝑡𝑡′)𝐾𝐾(𝑡𝑡′𝑇𝑇

𝑡𝑡′=0 − 𝑡𝑡) denotes the plateau poten-
tial time-course convolved with the plasticity kernel and  𝑅𝑅�𝐶𝐶𝐶𝐶3�𝑥𝑥 − 𝑥𝑥𝐶𝐶(𝑡𝑡)� =
∑ 𝑅𝑅𝐶𝐶𝐶𝐶3(𝑧𝑧 − 𝑥𝑥)𝑅𝑅𝐶𝐶𝐶𝐶3�𝑧𝑧 − 𝑥𝑥𝐶𝐶(𝑡𝑡)�𝐿𝐿
𝑧𝑧=0  is the firing rate profile of symmetric CA3 place fields 

convolved with itself. For the case of a Gaussian place field of width 𝜎𝜎, the resulting shape 
would be Gaussian of width √2𝜎𝜎. 
 The linearity assumptions for the synaptic weights modifications and the linear rela-
tion between post-synaptic Vm and pre-synaptic firing result in a linear equation relating 
the unknown plasticity kernel (in H(t)) and the measured Vm ramp together with the meas-
ured animal trajectory (Eq 3). The remaining assumption concerns the shape of CA3 firing, 
which we assumed to be a Von Mises function with concentration parameter 𝑘𝑘 =
2,𝑅𝑅�𝐶𝐶𝐶𝐶3(𝑥𝑥) = exp (𝑘𝑘 𝑐𝑐𝑐𝑐𝑚𝑚(2𝜋𝜋

𝐿𝐿
𝑥𝑥)) . The CA3 firing rate was further baseline-shifted and 

peak-normalized to a [0,1] range. We solved the linear equation (Eq 3) by estimating the 
pseudo-inverse of the CA3 firing rate matrix, employing a Tikhonov regularization; We 
first computed the SVD of the CA3 matrix (indexed by 𝑥𝑥  and 𝑡𝑡), 𝑅𝑅�𝐶𝐶𝐶𝐶3�𝑥𝑥 − 𝑥𝑥𝐶𝐶(𝑡𝑡)� =
𝑈𝑈 𝑆𝑆 𝑉𝑉𝑇𝑇 and estimated its inverse as 𝑅𝑅�−1𝐶𝐶𝐶𝐶3�𝑥𝑥 − 𝑥𝑥𝐶𝐶(𝑡𝑡)� = 𝑉𝑉 𝐷𝐷 𝑈𝑈𝑇𝑇 , where 𝐷𝐷𝑖𝑖𝑖𝑖 =
𝑆𝑆𝑖𝑖𝑖𝑖

𝑆𝑆𝑖𝑖𝑖𝑖+𝛽𝛽2
,𝛽𝛽 = 15.  This procedure resulted in a smooth least-square estimate (up to a rescaling 

factor) of 𝐻𝐻(𝑡𝑡) denoted by 𝐻𝐻�(𝑡𝑡) ∝ ∑ ∆𝑉𝑉𝑚𝑚(𝑥𝑥) 𝑅𝑅�−1𝐶𝐶𝐶𝐶3�𝑥𝑥 − 𝑥𝑥𝐶𝐶(𝑡𝑡)�𝐿𝐿
𝑥𝑥=0 . In Fig. 2 we report 

this estimate for single cells, centered around the plateau induction onset and averaged 
across the induction trials in a time window of [-5,5] s – the synaptic rule. For comparison 
across cells, we normalized each synaptic rule from individual cells with its average in the 
[-5,5] s window, and computed the mean across cells (Fig 2). Similar results were obtained 
following normalization with the peak value of the synaptic rule, or no normalization (Fig 
S4a). We explored the robustness of the method by varying the two available free param-
eters, the regularization parameter 𝛽𝛽 and the concentration parameter 𝑘𝑘 (Fig S4b). We ob-
serve that our choice of concentration parameter, reproducing the typical size of place-field 
firing in dorsal CA323, accounts for the observed variability of Vm ramp width across cells 
(Fig S4b).  
 
Estimate of Vm ramp spatial properties 
 We further estimated the spatial properties of the Vm ramps under the simplifying 
assumptions of a virtual rodent running in a long (compared to place field size) linear track 
at constant speed 𝑣𝑣, 𝑥𝑥𝐶𝐶(𝑡𝑡) = 𝑣𝑣 𝑡𝑡. The plasticity kernel is assumed to have the exponential 

form 𝐾𝐾(𝑡𝑡) =  𝑒𝑒
− 𝑡𝑡
𝜏𝜏𝑏𝑏𝜃𝜃(𝑡𝑡) + 𝑒𝑒

𝑡𝑡
𝜏𝜏𝑓𝑓𝜃𝜃(−𝑡𝑡), with backward and forward time constants (see Fig 

3g) denoted by 𝜏𝜏𝑏𝑏 and 𝜏𝜏𝑓𝑓 respectively, where 𝜃𝜃(𝑡𝑡) is the Heaviside function. We also as-
sumed that CA3 place field firing is described by a Gaussian of standard deviation 𝜎𝜎. With 
a continuous approximation of Eqs. 1 and 2 it is possible to analytically estimate the spatial 
depolarization profile of an ideal CA1 cell, 𝑉𝑉𝑚𝑚(𝑥𝑥), resulting from an instantaneous plateau 
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potential 𝑅𝑅𝐶𝐶𝐶𝐶1(𝑡𝑡) = 𝛿𝛿(𝑡𝑡) occurring when the animal is at location 𝑥𝑥𝐶𝐶(0) = 0. In particu-

lar, the center of mass of the ramp, 〈𝑥𝑥𝑉𝑉𝑚𝑚(𝑥𝑥)〉
〈𝑉𝑉𝑚𝑚(𝑥𝑥)〉 , where 〈∙〉 denotes spatial averaging, is 

〈𝑥𝑥𝑉𝑉𝑚𝑚(𝑥𝑥)〉
〈𝑉𝑉𝑚𝑚(𝑥𝑥)〉 = 𝑣𝑣�𝜏𝜏𝑓𝑓 − 𝜏𝜏𝑏𝑏� 

 
resulting in a center of mass location that is predictive of the location at which the simulated 
plateau occurred (Fig S9). Given the experimentally measured values of forward and back-
ward time constants, the center of mass shift would approximately be 30 cm for a mouse 
running at 50 cm/s. In a similar manner, we can estimate the variance of the Vm spatial 
profile,  

2𝜎𝜎2 + 𝑣𝑣2(𝜏𝜏𝑓𝑓2 + 𝜏𝜏𝑏𝑏2) 
and its skewness,  

2𝑣𝑣3(𝜏𝜏𝑓𝑓3 − 𝜏𝜏𝑏𝑏3)
(2𝜎𝜎2 + 𝑣𝑣2�𝜏𝜏𝑓𝑓2 + 𝜏𝜏𝑏𝑏2�)3/2. 

 
Parametric fitting of dual component synaptic plasticity rule to data 
 The ramp depolarization of a CA1 place cell was assumed to result from the weighted 
sum of the firing rates of CA3 place cell inputs, convolved with an EPSP-shaped kernel 
(τrise: 5 ms, τdecay: 20 ms). CA3 place cell firing rates were spatially modulated with a 90 
cm field width, temporally modulated with theta frequency (~6.7 Hz) during running, and 
phase precessing relative to extracellular theta20. For each cell in the experimental dataset, 
the rise and decay time courses of a local synaptic kernel and a global dendritic kernel were 
optimized to produce a distribution of synaptic weights that recapitulates the shape and 
amplitude of the observed Vm ramp, given the variable running speed of the animal, and 
variable onset locations and durations of plasticity-inducing current injections or sponta-
neous plateaus (Fig. S5). Input firing rates were set to zero when run velocity was less than 
5 cm/s. Basinhopping and simplex algorithms were employed to minimize an error func-
tion based on the amplitude of the Vm ramp in 100 spatial bins, the ramp width, the peak 
location of the ramp relative to plateau onset, and the ratio of rising and decaying phases 
of the ramp (Fig. 2H). The long time scale plasticity rule was parameterized by the follow-
ing six bounded parameters: local τrise (10-500 ms), local  
τdecay (500-5000 ms), global τrise (10-30 ms), global τdecay (100-2000 ms), and relative ratio 
of global and local signal amplitudes (0.75-1.5) (Fig. S5). For the short time scale plasticity 
rule, local and global kernel time scales were imposed (local and global τrise: 10 ms,  local 
and global τdecay: 100 ms). The resulting local kernels were convolved with the compound 
EPSP waveforms for each input, and the global kernels were convolved with the square 
current injection or spontaneous plateau waveforms. The amount to increment the synaptic 
weight of each input during each induction trial was determined by the area of overlap 
between the resulting local and global signals.  Saturation of induced synaptic weights oc-
curred in some cells when the optimal ratio of global to local kernel amplitudes was below 
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one. Finally, synaptic weight distributions generated by this procedure were used to drive 
CA1 place field activity in more biophysically realistic simulations with discrete spike 
trains activating synaptic inputs with stochastic release probability, voltage compartmen-
talization in spines and dendrites expressing voltage-dependent conductances, and synaptic 
inhibition gating nonlinear dendritic integration20. Numerical simulations were imple-
mented using custom software extending the Python interface for the NEURON simulation 
environment37.  All code is publicly available on GitHub38. During simulated traversal of 
a linear track treadmill with wraparound, ~1425 CA3 and ~175 ECIII excitatory inputs 
containing AMPA-Rs and NMDA-Rs were activated according to their spatial and tem-
poral tuning, and ~600 inhibitory inputs containing GABA(A)-Rs were activated without 
spatial tuning. The resulting ramp depolarizations were filtered and analyzed identically to 
the experimental data. 
 
Statistical methods 
No statistical methods were used to predetermine sample sizes. Where appropriate, data 
were analyzed using two-tailed paired or unpaired t-tests, as stated in the text or figure 
legends.  If normality was uncertain, we used non-parametric test as stated in the text or 
figure legends. Data are shown as mean ± SEM.  Means and P-values in Figure 3 are -3250 
ms: 1.26±0.06, p=0.129; -1250 ms: 1.74±0.11, p=0.001 (*); -750 ms: 2.16±0.143 p=0.0005 
(*); -250 ms: 2.67±0.15, p=1.08e-4, n=7 (*); 0 ms: 3.12±0.11, p=1.5e-5, n=4(*); +250 ms: 
2.3±0.17, p=0.0039, n=4(*); =550-+750 ms: 1.65±0.08, p=0.004; +850-+2250 ms: 
1.39±0.07, p=0.06.   
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Supplementary figure legends 
 
Fig. S1. Measurement of Vm ramp properties and values. A) Representative Vm ramp 
showing how various values are calculated.  B) Population data for rise and decay Vm ramp 
width. C) Ratio of rise and decay widths showing asymmetry in Vm ramp.  D) Vm ramp 
amplitudes.  E) distance between the position of the leading edge of the plateau and the 
peak of the Vm ramp. Grey symbols indicate neurons with experimentally-induced ramps, 
red symbols are neurons with naturally-occurring ramps.  No significant differences were 
observed in any measured values for naturally occurring versus experimentally induced Vm 
ramps.  F) table listing mean±sem values and p-values from paired two-tailed T tests for 
all neurons, experimentally-induced and naturally occurring plateau. 
 
Fig. S2. Measurement of times and velocities associated with Vm ramp.  A) Vm of trial 
with spontaneous plateau. Time of the event indicated.  B) Vm ramp determined from sub-
sequent trials showing the start and end positions of the ramp (red crosses) as well as the 
position of the plateau (grey line). C) position in time of the mouse during the above trial 
showing the start and end time (red crosses) of the ramp.  Backward and forward times 
indicated by arrows.  D) velocity versus time of mouse on above trial showing the start and 
end times of the ramp (red lines).  Region of the velocity profile used to calculate the av-
erage velocity of the mouse indicated by arrows and average velocity, as used in Figure 1, 
is shown. 
 
Fig. S3. Comparison of observed and inferred Vm ramps of individual place cells.  A) 
Experimental Vm ramps with baseline subtracted, spatially shifted to center the place field 
maximum at 93.5cm for ease of visualization (blue); Vm ramp computed via the estimated 
synaptic plasticity rule per cell (black); Each panel contains data from an individual place 
cell. B) Plot of Vm ramp widths computed for each individual place cell versus actual width 
for inferred rule (blue) and the 50 fold shorter rule (red). 
 
Fig. S4. Robustness of plasticity rule estimate. A) Average synaptic rule across cells, 
with single cell kernels normalized by their temporal average in the [-5,5]s window as in 
Fig 2e (left), single cell kernels normalized by their peak in the same time window (center), 
and non-normalized (right).  B) Correlation coefficient between the experimental Vm ramp 
width and the inferred Vm ramp width, estimated from single cell kernels, for varying con-
centration parameters 𝑘𝑘 (width of CA3 place field input) and regularization parameter 𝛽𝛽. 
 
Fig. S5. Dual plasticity signal time scales and resulting Vm ramps from computational 
model of behavioral time scale plasticity. A-B) The time scales of local (A) and global 
(B) plasticity signals were optimized to fit data from each experimental cell (grey, mean in 
black). Longer time scales than predicted by standard STDP rules were required to fit the 
data. C-D) Example experimental and model Vm ramps for one experimentally induced (C) 
and one naturally-occurring (D) place field. 
 
Fig. S6.  Behavioral time scale synaptic plasticity; individual recordings.  A) Sketch of 
pairing protocol.  B) plots of relative EPSP amplitude for individual neurons for each pair-
ing interval as labeled.  None is synaptic stimulation alone. 
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Fig. S7.  Behavioral time scale synaptic plasticity: grouped data.  A) pair of EPSPs used 
to determine synaptic strength (50 ms interval).  Black trace is average baseline EPSP (30 
traces prior to induction), red trace is average post-pairing EPSP (15 traces surrounding 20 
mins post induction).  Hyperpolarization following EPSPs from 50 ms, -25 pA current 
injection used to determine Rin.  B) Vm trace showing representative induction protocol 
with 10 synaptic stimuli (20 Hz) followed by plateau potential (300 ms current injection).  
C) Average EPSP amplitude (normalized to baseline; ±sem) for population of neurons that 
received the indicated induction protocol.  Induction (5 pairings) at 0 mins.  Grey line is 
average EPSP amplitude for synaptic stimulation alone. Different pairing intervals are in-
dicated (from top to bottom induction intervals are decreasing, negative values indicating 
synaptic stimulation followed by plateau).  D-F) same as above but for induction protocols 
where synaptic stimulation followed plateau initiation (positive values).  Average ampli-
tude values binned for indicated intervals (D).  
 
Fig. S8.  BTSP is pathway-specific.  A) pair of EPSPs used to determine synaptic strength 
(50 ms interval).  Test path stimuli delivered firs and then control path stimuli.  Black trace 
is average baseline EPSP (30 traces prior to induction), red trace is average post-pairing 
EPSP (15 traces surrounding 20 mins post induction).  Hyperpolarization following EPSPs 
from 50 ms, -25 pA current injection used to determine Rin. B) Plot of EPSP amplitude for 
test (red) and control (black) from single neuron.  C) Average test pathway EPSP amplitude 
(normalized to baseline) for population of neurons that received the induction protocol 
(black). Grey lines normalized test EPSP amplitude for each individual neuron. D) Same 
as C) except for control path. E) Average EPSP amplitudes (±SEM; n=6) for population of 
test pathway (red) and control pathway (black).  *-p=0.0005; ns-p=0.23. 
 
 
Fig. S9.  BTSP produces predictive place fields.  A) from top, sketch of mouse on linear 
track for one lap (lap 10) when plateau potential is initiated at location near particular fea-
ture (~100 cm), heat map of AP rate versus position (cm), set of gaussian functions repre-
sents tuned input from a set of CA3 neurons where height indicates weight (+), a constant 
level of un-tuned inhibition (-) counters unpotentiated excitation. B) Same as above for 
next and subsequent laps.  Asymmetric seconds long plasticity rule produces place field 
firing that precedes the location of the plateau initiation site because the largest changes in 
the input weights are for CA3 place cells that active at these earlier positions (gaussians at 
20-80 cm vs 100-120 cm). A steady level of un-tuned inhibition is unchanged (-, bottom).   
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